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Abstract

The thesis is devoted to the numerical modelling of two- and three-dimensional ideal fluid flows in
channels of complicated geometries on the basis of the adaptive grid method.

Iterative finite difference methods for the numerical modelling of ideal gas and fluid flows are devel-
oped using new dependent variables. For two-dimensional flows these variables are stream function and
vorticity function, for three-dimensional flows these variables are: vector potential and vorticity vector.

The set of equations for the stream function and vorticity, for which the appropriate boundary
conditions are taken into account, are solved together with the energy equation and the relations of the
marching method for the pressure calculation by a finite difference approximation on a curvilinear grid.
Also the equations for the covariant components of vector potential, the boundary conditions for these
components, and the equations for the contravariant components of the vorticity vector are constructed
on curvilinear grids.

For the construction of curvilinear grids - adapted either to the singularities of the solution or to the
complicated geometry of domains - the equidistribution method is developed. The governing equations
of the equidistribution method are solved using a finite difference approximation. The equations for
the construction of curvilinear adaptive grids are obtained for two- and three-dimensional domains, for
surfaces and curves in two- and three-dimensional spaces.

The developed algorithms for calculating ideal gas flows are modified for the numerical solution
of problems on steady ideal fluid flows with gravitational surface waves within the framework of the
shallow water theory. For river channels of complicated configuration in the presence of islands the first
approximation of this method is applied.

For the realization of the developed algorithms the effective complexes of computer codes are created.
The investigation of the problems on the fluid flows through channels and rivers of complicated form is
carried out.

Die Dissertation behandelt die numerische Modellierung zwei- und dreidimensionaler Strömungen
idealer Fluide in Kanälen mit kompizierter Geometrie auf der Grundlage eines adaptiven Gittergenerie-
rungsverfahrens. Iterative finite Differenzenverfahren werden unter Einführung neuer Variabler für die
numerische Modellierung von Strömungen idealer Gase und Flüssigkeiten entwickelt. Für zweidimension-
ale Strömungen sind es die Variablen Stromfunktion und Rotation, für dreidimensionale Strömungen:
Vektorpotential und Rotation.

Das Gleichungssystem für die Stromfunktion und die Rotation wird unter Berücksichtigung der
geeigneten Randbedingungen zusammen mit der Energiegleichung und den Gleichungen für die Berech-
nung des Drucks mit Hilfe eines finiten Differenzenverfahrens auf einem krummlinigen Gitter gelöst. Auch
die Gleichungen für die kovarianten Komponenten des Vektorpotentials, die Randbedingungen für diese
Komponenten und die Gleichungen für die kontravarianten Komponenten der Rotation werden auf dem
krummlingen Gitter behandelt.

Zur Konstruktion des krummlinigen Gitters - den Singularitäten der Lösung oder der komplizierten
Geometrie des Gebietes angepaßt - wird die ”equidistribution method” entwickelt. Die Grundgleichungen
für die ”equidistribution method” werden mittels eines finiten Differenzenverfahrens gelöst. Die Gleichun-
gen für die Konstruktion krummliniger adaptiver Gitter werden für zwei- und dreidimensionale Gebiete,
für Flächen und Kurven im zwei- und dreidimensionalen Raum abgeleitet.

Die entwickelten Lösungsalgorithmen zur Berechnung idealer Gasströmungen werden für die nu-
merische Lösung von stationären Strömungsproblemen idealer Fluide unter Einschluß von Schwerewellen
in Rahmen der Flachwassertheorie modifiziert. Diese Methode wird auch für die Berechnung von Strö-
mungen in Flüssen mit komplizierter Berandung beim Vorhandensein von Inseln angewandt.

Für die Realisierung der entwickelten Algorithmen werden effektive komplexe Rechenprogramme
entwickelt. Es werden Untersuchungen von Strömungsproblemen durch Kanäle und Flußläufe mit kom-
plizierter Geometrie durchgeführt.
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Notations

fCor — dimensionless value of Coriolis parameter
fCh — dimensionless value of Chezy coefficient
g — free fall acceleration
g11, g12, g13, g22, g23, g33 — components of metric tensor
h — step of one-dimensional grid (in Chapter 4) or function describing

bottom (in Chapters 11-12)
h0 — characteristic depth
h1, h2 — steps of two-dimensional grid
h1, h2, h3 — steps of three-dimensional grid
k — Coriolis parameter
n — external normal
p — pressure
q — coordinate vector in curvilinear system of coordinates
q1, q2, q3 — curvilinear coordinates
t — time
u — velocity vector
w — control function
x — coordinate vector in Cartesian system of coordinates
x1, x2, x3 — Cartesian coordinates
x, y, z — Cartesian coordinates

C — Chezy coefficient
H — total energy (in Chapters 2-6) or total depth (in Chapters 11-12)
J — Jacobian
K(P ) — area of dependence for node P
Kn(P ) — neighbourhood of the n-th level of node P
N — number of nodes of one-dimensional grid
N1, N2 — numbers of nodes of two-dimensional grid
N1, N2, N3 — numbers of nodes of three-dimensional grid
Q — computational domain
Q̄ — computational domain with its boundary
Q̄h — total set of grid nodes in computational domain
Qh — total set of internal grid nodes in computational domain
Q0
h — total set of internal grid nodes with half-integer indices in compu-

tational domain
Q̄0
h — total set of grid nodes with half-integer indices in computational

domain

v



R2 — two-dimensional space
R3 — three-dimensional space
S — measure of mesh (length, square, volume)

γ — boundary of computational domain
γ0 — impermeable part of boundary of computational domain
γis0 — image of contour of island in computational domain
γ1 — inlet to computational domain
γ2 — outlet from computational domain
γh — total set of boundary grid nodes in computational domain
γ01,h — total set of boundary grid nodes with half-integer indices in com-

putational domain
δω — relaxation parameter for vorticity function
δρ — relaxation parameter for density
δαβ — Kronecker’s symbols
εψ — accuracy for calculation of stream function
εω — accuracy for calculation of vorticity function
η — elevation of fluid surface above non-perturbed level
κ — adiabatic exponent
ν — viscosity
ρ — density
�τ — tangential unit vector
τ — iterative parameter
τψ — iterative parameter for stream function
�ψ — vector potential
ψ — stream function
ψis — value of stream function on contour of island
�ω — vorticity vector
ω — vorticity function

Γ — boundary of physical domain
Γ0 — impermeable part of boundary of physical domain
Γis
0 — boundary of island

Γ1 — inlet to physical domain
Γ2 — outlet from physical domain
Γγ
αβ — Christoffel’s symbols

Σ(P ) — pattern in node P
Σ′(P ) — neighbourhood of the node P
Ω — physical domain
Ω̄ — physical domain with its boundary
Ω̄h — total set of grid nodes in physical domain

H — Hilbert space
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Chapter 1

Introduction

Nowadays the numerical modelling of steady fluid flows in channels and ducts is based
mostly on the viscous fluid model. The algorithms, based on the Navier-Stokes equations,
use finite difference method, finite element method, final volume method, boundary ele-
ment method, spectral method and other methods. The reviews on these algorithms are
presented in [5], [10]–[12], [24, 44, 82, 83, 109, 110, 117, 126].

The ideal fluid model has been rather seldom used for modelling of steady flows in
channels, because the calculations on the basis of this model fail to take into account the
influence of viscous effects. However, if some relations between the sizes of the channel
and velocities of the fluid are fulfilled, then some characteristics of the flow are quite
satisfactorily described by the model of inviscid fluid. The calculation results on the basis
of the Euler equations can be used as the initial approximation for the iterative methods of
solving the stationary Navier-Stokes equations. In addition, for developing the software
packages it is necessary [14, 50, 62, 63, 81, 83, 84, 112, 162] to take into account not
only the realisations of complicated models which adequately reflect the real phenomena,
but also the realisations of simpler models which help one to obtain the preliminary
representation of the flow and to investigate some integrated characteristics. Therefore,
the series of models is necessary for a more comprehensive investigation of the phenomenon
and for finding out which sides of the phenomenon can be described by simpler models,
and when it is necessary to use complicated models. Thus, the development of reliable
and effective algorithms on the basis of the ideal fluid model for calculating the flows in
channels is an important issue.

The problem of the modelling of steady fluid flows within the framework of the ideal
fluid model is rather complicated, despite the simpler form of the equations of this model
then the Navier-Stokes equations. The difficulties are connected with the mixed type
of the system of the Euler equations. For a stationary case this system is of elliptic-
hyperbolic type [107], therefore the methods [95, 96, 119, 162] for solving pure elliptic or
pure hyperbolic equations are inapplicable here. The solution of an evolutionary system
for establishing the steady state which is obtained by adding the derivatives with respect
to time is not effective either, because of the lack of dissipation mechanisms [38, 39].
Thus, the iterative methods based on the solution of the stationary equations are used
more widely.

The numerical modelling of two-dimensional ideal fluid flows has been developed,
for example, in [164, 165] where Cartesian coordinates and rectangular grids are used.
In [53, 106] the required dependent variables are taken as new independent variables.
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The method [100] can be applied only to the flows with small modifications of a stream
direction. The iterative methods [41, 53] are applicable only when the external forces
are potential. The technique of [26] is realized only for domains which are composed of
rectangles. The passage to the stream function ψ and the vorticity ω of the fluid is used
for calculating two-dimensional ideal fluid flows (see, for example, [41, 42, 164, 165]). This
passage is one of the basic approaches to modelling of viscous fluid flows. For domains of
complicated geometry all these methods require the additional modification, in particular,
in the case of an arbitrary curvilinear grid.

In [151], finite element method is used for calculating three-dimensional steady ideal
incompressible fluid flows in channels. Vortical flows in channels are investigated numer-
ically by finite difference method [1, 18, 19]. In the latter article the external forces are
assumed potential.

The list of the articles devoted to the modelling of flows in channels on the basis of
the Navier-Stokes equations is more extensive than for the ideal fluid model.

It is possible to single out the following three classes among finite difference methods for
three-dimensional Navier-Stokes equations: 1) the methods based on the approximations
of the equations for original variables: the velocity u and the pressure p; 2) the methods

based on the approximations of the equations for new variables: the vector potential �ψ
and the vorticity vector �ω; 3) the methods where the velocity u and the vorticity vector
�ω are taken as dependent variables.

In the majority of the articles devoted to numerical modelling of three-dimensional
incompressible fluid flows the velocity and the pressure are taken as dependent variables.
The difficulty of using this approach for calculating the steady problems is connected
with the continuity equation. In the known algorithms this equation is fulfilled only
approximately. For example, in articles [139, 141] the continuity equation is assumed to
be not fully satisfied and the schemes are considered which lead to the formation of the
source terms in this equation while the order of these terms should be higher, than the
order of approximation of the equations. In [47], in order to satisfy the continuity equation
it is suggested that the Neumann problem for the Poisson equation should be solved with
respect to the corrections to the components of the velocity on each step of the iterative
process. There are also other approaches to satisfying the continuity equation [5, 12, 44],
in particular, the approach based on using the artificial compressibility method for solving
the stationary problems for the establishing the steady state [51]. In [31, 40, 105] u − �ω
formulation is used and the velocity vector field is calculated by solving the Poisson
equations for each component of the velocity. In [45], unlike in the articles mentioned
above, the components of the velocity are calculated on each iterative step by solving the
continuity equation and the relations which yield the connection between the velocity and
the vorticity. The relevant references are given in the book [44].

The first impressive results for two-dimensional case of the modelling of incompressible
fluid flows within the framework of the Navier-Stokes equations are obtained for ψ −
ω formulation (for two-dimensional flows ψ is the stream function, ω is the vorticity
function). Nowadays this approach is very popular. The attempts of generalizing this
approach to three-dimensional case have encountered the difficulties which are connected
with the statement of boundary conditions for three-dimensional analogue of the stream
function, i.e. for the vector potential �ψ. That is one of the reasons of rare usage of �ψ− �ω
formulations for numerical modelling of three-dimensional flows. However, the passage to
dependent variables �ψ, �ω has the series of advantages over the classical u − p approach.
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In particular, the continuity equation at the differential level is fulfilled automatically for
�ψ−�ω formulation. At the difference level it is fulfilled when the appropriate approximation
of the components of the velocity and the staggered grids are used. In addition, for
solving the stationary problems there is no necessity of calculating the pressure on the
intermediate iterations. The pressure is eliminated from the computational process and
it can be restored after the convergence of iterations for �ψ and �ω. Usually the Poisson
equation obtained from the motion equations and supplemented by the inhomogeneous
boundary Neumann conditions is used for calculating the pressure. It is necessary to
achieve the coordinated approximation of the right-hand side of the Poisson equation and
the boundary conditions for the solvability of this problem. It is rather difficult to achieve
this coordinated approximation at the difference level even for the uniform rectangular
grids (see, for example, [20, 117]).

The algorithms based on �ψ − �ω formulation are developed, for example, in [153, 160].
Among the first articles of this direction there is the research of convective flows [9].
This approach is used for the convection problems in the rectangular three-dimensional
cavity in [108]. The boundary conditions for the vector potential in the flow problems are
considered for simply connected domains in [11, 55, 99, 160] and for multiply connected
domains in [116, 161]. The similar statements are used for the research of flows in ducts,
for example, in [163]. In the problems with impermeable walls the boundary conditions for
the vector potential are considered in [9, 94]. For the first time the boundary conditions
for the vector potential for the flows in cavities with impermeable walls are obtained to
the best of our knowledge in [55]. However, they have appeared unsuitable for numerical
realisation in the flow problems. Therefore, the articles have appeared where the simpler
methods of constructing the boundary conditions are suggested which are suitable for
the flow problems. Thus, in [8, 56, 116] the scalar potential is introduced additionally to
the vector potential and it is shown that the inhomogeneous boundary conditions can be
retained only for the scalar potential, and the boundary conditions become homogeneous
for the vector potential. Afterwards this approach is developed in article [114], which is
devoted to the modelling of stationary three-dimensional incompressible fluid flow around
the cube using rectangular non-uniform grids condensed in the neighbourhood of the cube.
In the vertexes of the cube the original formulas for the components of the normal to the
boundary of the cube and special approximating formulas for the normal derivative of the
scalar potential are applied.

The algorithms where the scalar potential is used along with the vectorial potential
have also some disadvantages despite the simpler form of the boundary conditions. These
disadvantages are indicated, for example, in [117, 160]. The most noticeable of these draw-
backs is the larger number of unknown variables and the necessity to solve more equations.
Thus, using u− p formulation we have to solve three equations for the components of the
velocity, one Poisson equation for the pressure with inhomogeneous boundary conditions
for the normal derivative of the pressure and the additional equation for the corrections
which ensures the fulfilling of the continuity equation [16, 47]. Using the vector potential
and the scalar potential it is necessary to solve three equations of hyperbolic type for the
components of the vorticity vector, three Poisson equations for the components of the
vector potential and the Laplace equation for the scalar potential.

With the increase in the potency of computer facilities this disadvantage ceases to be
essential and now it is possible not to take it into consideration any longer. The other
disadvantage which is more significant is connected with the continuity equation. Using
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the scalar potential, as well as for u − p formulations, the continuity equation in the
difference form is not fulfilled precisely [160]. However, for the algorithms based on �ψ−�ω
formulation the continuity equation in the difference form is fulfilled precisely using the
staggered grids, and it is fulfilled independently of how accurately the vector potential
has been calculated. In addition, the scalar potential can have the ruptures in the angular
points of the boundary. This disadvantage stimulated the appearance of articles [153, 160]
where instead of the scalar potential the solenoidal vector is introduced with the generally
nonzero vorticity which satisfies the boundary conditions at entering and outgoing parts
of the boundary.

In the present thesis the algorithms for calculating steady ideal fluid flows are based
on �ψ−�ω formulations. The direct transposition of algorithms for calculating viscous fluid
flows based on �ψ − �ω formulations to a case of ideal fluid flow is impossible for several
reasons. Firstly, these two models differ by the statement of the boundary conditions. For
the ideal fluid only one condition for the velocity, i.e. the impermeability condition, is put
on the rigid walls. It is written as the equality of the normal component of the velocity
to zero. In the problems on viscous fluid flows the condition on the velocity is usually
imposed in the form of the no-slip condition on the impermeable boundary. Secondly,
the systems of equations of these models are of various types. For example, in a case of
two-dimensional steady viscous incompressible fluid flows the passage to new dependent
variables ψ, ω gives two equations of elliptic type with respect to ψ and ω. And it is
necessary to set ψ and to calculate ω over the entire boundary of the domain. In a case
of ideal fluid flow the equation for the stream function is also of elliptic type, but for the
vorticity the equation is of hyperbolic type of the first order. Therefore, for the numerical
solution the values of the vorticity are required not over the entire boundary, but only at
the inlets where the trajectories enter the flow domain.

Finally, in all the mentioned articles where �ψ− �ω formulations are used for describing
three-dimensional flows the iterative algorithms or the algorithms of the method of estab-
lishing the steady state are oriented to the application of rectangular uniform grids (see,
for example, review [11]). There are practically no articles of this kind for curvilinear
three-dimensional grids. Two-dimensional curvilinear grids constructed by the algebraic
method together with ψ−ω approach are used, for example, in [127] for the modelling of
two-dimensional ideal fluid flow through the channels with curvilinear boundaries. This
technique lays in the basis of [67, 156] devoted to the modelling of axially symmetric
steady ideal compressible fluid flows on curvilinear grids. Here the grids are adapted to
the geometry of channels and they are constructed by solving the differential equations
for the node coordinates [68, 124].

The present thesis has the following purposes.

1. The development and the substantiation of the iterative finite difference methods
for the numerical solution of two-dimensional and three-dimensional stationary problems
on ideal fluid flows through the channels of complicated geometry in ψ − ω formulations
using adaptive grids.

2. The development and the substantiation of the algorithms of the equidistribution
method for constructing adaptive grids on flat and space curves, in flat domains, on
surfaces and in three-dimensional domains.

3. The development of the iterative finite difference method for the calculation of
steady fluid flows with the surface waves within the framework of two-dimensional shallow
water model using adaptive grids.
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4. The realisation of the developed algorithms as the complexes of computer codes for
the numerical solution of the problems.

The thesis consists of Introduction (Chapter 1), 11 chapters describing contents and
results of researches, Conclusion (Chapter 13) and References. The basic results of the
thesis are published in [70]–[74], [128]–[137].

Chapters 2 - 6 are devoted to the development of the iterative finite difference method
for the numerical solution of two-dimensional stationary problems on ideal fluid flows
through the channels of complicated geometry using new dependent variables: the stream
function ψ and the vorticity function ω on adaptive grids.

In Chapter 2 the initial mathematical statement of the problem on subsonic steady
flows of perfect gas in channels is given. The vector of the mass expenditure ρu and the
total energy H are given at the inlet Γ1 of the simply connected domain Ω. The imper-
meability conditions are given on the rigid walls and the normal component ρu · n of the
vector of the mass stream is given at the outlet Γ2. The mathematical statement of the
problem on steady ideal incompressible fluid flow is also presented. For incompressible
fluid the density ρ is constant and the total energy is not given at the inlet. The mathe-
matical aspects of the statement correctness of the stationary problems on incompressible
fluid flows are considered in [2]–[4], [7, 52, 113, 152].

For the numerical solution of the problem new dependent variables, i.e. the stream
function ψ and the vorticity function ω, are introduced. The equation for the stream
function is of elliptic type at ρ > 0, as well as for two-dimensional Navier-Stokes equations
for the incompressible fluid. If we consider the equation for the vorticity function at the
given velocity vector and density then this equation will be of a hyperbolic type of the
first order with respect to ω. Thus, it has the different type from that for the stationary
Navier-Stokes equations where the equation for the vorticity is of elliptic type, as well as
the equation for the stream function.

In Chapter 3 with the help of one-to-one non-degenerate mapping

xα = xα(q1, q2), α = 1, 2, (1.1)

of the unit square Q in the plane of coordinates q1Oq2 onto the physical domain Ω the
equations for ψ, ω and H are written in new independent variables qα. Thus, the domain
of solution Q which is named ”computational domain” becomes simpler, but now the
equations have a more complicated form. The Jacobian of the transformation and the
components of the metric tensor enter into the coefficients of these equations along with
the required functions.

The obtained equations are approximated on a curvilinear grid. The equidistribution
method is developed for constructing a grid. The essence of the method is explained
in hapter 4. The equidistribution principle for two-dimensional case consists in the re-
quirement of the constancy of the product of mesh square and the value of the given
control function w at the centre of the mesh. The differential equations for constructing
two-dimensional adaptive grids (ED2-equations) are obtained on the basis of the equidis-
tribution principle.

The equivalence of the equidistribution principle and the differential equations of
the equidistribution method is proved. It is shown that in two-dimensional case ED2-
equations follow from the equidistribution principle under the additional assumption
about the orthogonality of the mapping (1.1). The inverse statement is also correct
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about the realisation of the equidistribution principle for the solutions of ED2-equations
which satisfy the conditions of non-degeneracy and orthogonality of the mapping.

The coordinates of any quasi-orthogonal adaptive grid are shown to satisfy the differ-
ence equations of the equidistribution method if the components of the metric tensor and
the Jacobian are calculated at the centres of the meshes.

The equations for the arrangement of the nodes on the boundary of two-dimensional
domain using the same control function w as inside domain are obtained.

In the articles of other authors [29, 34, 35, 60, 138] the equidistribution principle is used
separately in each coordinate direction for constructing two-dimensional grids. Therefore,
one-dimensional equidistribution method [13] is actually applied to constructing a multi-
dimensional grid. Only in [22] two-dimensional equidistribution principle is used implicitly
for constructing two-dimensional grid. The reviews of other methods for constructing grids
are given in [48, 79], [88]–[92], [150].

Chapter 5 is devoted to the development of the iterative finite difference method
for the numerical solution of two-dimensional stationary problems on ideal fluid flows
through the channels of complicated geometry using adaptive grids. The finite difference
equations for the grid stream function, the vorticity and the total energy are obtained by
the integro-interpolational method by the approximation of the integrated relations which
are the integrated analogues of the differential equations. The staggered grids are used for
approximation: the grid functions ψ, ρ and the pressure p are defined in the integer nodes
of a grid, the components of the metric tensor and the Jacobian of the mapping (1.1), the
vorticity function and the total energy are calculated at the centres of the meshes. Using
the staggered grids we retain some properties of the solutions of the differential equations,
in particular, the continuity equation on a curvilinear grid is fulfilled on each step of the
iterative process within the round-off errors.

Approximating the integrated relation for the stream function the integrals along the
sides of the integration contour are calculated using the trapezoid formula. Thus, the
nine-point difference equation is obtained which approximates the differential equation
for the stream function with the second order with respect to the space variables q1 and
q2 for smooth solutions and sufficiently smooth coefficients. In the particular case of the
Poisson equation and the square grid the obtained approximation changes over to the
scheme of the ”oblique cross” which is mentioned in the book [120].

It is proved that the difference operator which is appropriate to the obtained finite
difference equation is self-adjoint and positively definite. The proof is carried out assuming
the uniform ellipticity of the differential equation for the stream function.

It is shown that on grid functions which assign the correspondence between the nodes
of the physical domain and the computational domain the obtained difference equation is
satisfied identically when the right-hand side is equal to zero. Thus, the difference scheme
for the stream function retains the property of the differential equation for this function.

Approximating the integrated relation for the vorticity function in the interior nodes
the integrals along the sides of the contour of integration are calculated according to the
signs of the contravariant components of the velocity. The vorticity function is taken
either from the centre of the mesh enveloped by the contour or from the centre of an
adjacent mesh. This approximation leads to the scheme with the differences directed
against the stream. The pattern of this difference equation can consist of one, three or
four nodes, i.e. it is variable. It is shown that in the case when no closed streamlines are
present and no stationary points of gas exist it is possible to calculate the value of ω in
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any node by the values of ω at the inlet of the domain.

For this purpose the definitions of the difference analogues of the absence of closed
streamlines and stationary points of gas are introduced. The condition of the absence of
stationary points of gas means that even on one side of a mesh the appropriate contravari-
ant component of the velocity differs from zero. For obtaining the difference analogue of
the condition of the absence of closed streamlines the concepts of ”the pattern of the differ-
ence equation” for the vorticity, ”the neighbourhood of the node”, ”the neighbourhood of
the n-th level”, ”the area of dependence for the node” are introduced. The theorem about
the necessary and sufficient conditions for the absence of closed streamlines is proved.

The following direct (non-iterative) method is suggested for obtaining the solution of
the system of difference equations for the vorticity. Let it be necessary to calculate ω in
some node P . If there are nodes in its neighbourhood where the values of ω have not
yet been calculated, then we pass from the node P to any of these nodes and we begin
to investigate its neighbourhood. As a result of such passage upstream from node to
node we come either to the node where the values of ω in the nodes of its neighbourhood
have been calculated or to the inlet of the domain where the values of the vorticity are
known from the boundary conditions. Further the values of ω in all nodes of the area of
dependence are calculated in the inverse order, i.e. downstream, and then ω is calculated
in the node P . This method has common features with the implicit method of running
calculation which is frequently used for solving non-stationary one-dimensional problems
of gas dynamics [118]. The method for the solution of the difference equations for the
vorticity function is the generalization of the method [77], which is using the rectangular
grids, for the curvilinear grids.

The difference equations for calculating H differ from the equations for the vorticity
only by its homogeneity and they are solved by the same direct method.

As it was told above, the values of the vorticity at the inlet are assumed to be known.
However, there are no such values in ψ−ω formulation. The values of the stream function
and its normal derivative are given at the inlet. Thus, there is the problem of calculating
the values of the vorticity at the inlet of the domain. This problem is completely similar to
the problem of calculating the vorticity on the boundary for the Navier-Stokes equations.
The difference is that it is required to calculate the values of the vorticity over the entire
boundary for the Navier-Stokes equations, and in our case it is required only at the inlet of
the domain. On the rigid walls and the outlet of the boundary the values of the vorticity
are not required either for the differential equations or for the constructed difference
scheme.

Various methods for obtaining the values of the vorticity function on the boundary
for calculating viscous fluid flows are presented in [5, 110, 117]. In [110] the table of
calculation results of flow in the cavity on the rectangular grid is shown. It demonstrates
the influence of various methods of approximation of the boundary condition for the vor-
ticity on the exactitude of numerical solution. The exhaustive review and comparison of
articles devoted to local and global methods of calculating the vorticity on the boundary
of two-dimensional domain are presented in [36]. The boundary condition for the vor-
ticity of the first order of the exactitude is offered for the first time in [148]. In article
[57] the strict substantiation of the convergence of some difference schemes for calcu-
lating two-dimensional and three-dimensional flows is presented. For these schemes the
vorticity function on the boundary is calculated by the formulas like the Thom formula.
The approximate conditions of the second and third orders are considered in [85]. The
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approximating formulas for the vorticity with the weight parameters are constructed in
[145, 168, 169]. The relaxation procedures [144, 146] are applied in order to prevent a di-
vergence of iterative processes using the approximate formulas for calculating the vorticity
on the boundary.

In [33, 58, 59, 87, 103, 122] the immediate calculation of the vorticity on the boundary
is not performed. Instead, the given conditions for normal and tangential components of
the velocity vector are used. They are written as the conditions for the stream function
and its normal derivative to the boundary. On the intermediate iterations the velocity
of fluid on the rigid boundary is not equal to the given value, but when the iterations
converge the no-slip condition is fulfilled. The strict substantiation of the convergence
of such algorithm is given in [58]. In [25, 111] the values of the vorticity function are
calculated not on the boundary, but in the interior nodes of a grid which are adjacent to
the boundary. Papers [154, 155], [157]–[159] devoted to the problem of calculating the
vorticity on the boundary solving the Navier-Stokes equations in the stream function -
vorticity formulation are also worth mentioning.

In the present thesis the approximation of the boundary values of the vorticity is based
on the relation which connects the vorticity function with the covariant components of
the velocity. In the difference formula for the vorticity the covariant components of the
velocity on the boundary are known and they do not vary during the global iterative
process. The values of the covariant components of the velocity in the interior nodes
adjacent to the boundary are calculated using the values of other grid functions taken
from the previous iteration. The relaxation procedure is also used for calculating the
boundary values of the vorticity.

The pressure is defined on the basis of approximation of the expression which follows
from the motion equations written in the Gromeka-Lamb form in curvilinear coordinates.
The method of coordinated approximation is used for calculating the pressure. It means
that the approximation of the integrands is similar to the approximation applied to obtain-
ing the difference equation for the vorticity function. It is proved that for such approach
the pressure does not depend on the path of integration. The links of this path pass
along the sides of curvilinear meshes. Such a method is considered in [76] for the case of
rectangular grids.

For viscous incompressible fluid flows the Poisson equation is usually used for calcu-
lating the pressure. This equation is obtained from the motion equations and is supple-
mented by the inhomogeneous Neumann boundary conditions. It is necessary to achieve
the coordinated approximation of the right-hand side of the Poisson equation and the
boundary conditions for the solvability of such a problem. It is rather difficult to attain
this coordinated approximation at the difference level even on the uniform rectangular
grids. This problem is considered in [20, 117]. Therefore, the so-called marching method
of calculating the pressure is offered and for the first time it is substantiated in [115]. The
generalization of this method in curvilinear coordinates is the method of coordinated ap-
proximation applied in the present thesis for calculating the pressure in ideal compressible
fluid flow.

The chapter is conlcluded with the description of the global iterative process of solving
the difference problem on gas flow. The process consists of three stages. At the first stage
the problem on the potential ideal incompressible fluid flow is solved. This solution is the
initial approximation for calculating the vortical ideal incompressible fluid flow which is
the initial approximation for solving the problem on the vortical gas flow.
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It is proved that the given process has the important property of the preservation of
constant flow on an arbitrary curvilinear grid.

In Chapter 6 the results of testing the developed algorithm on the problems with the
known exact solutions [6] are described. The essentially vortical incompressible plane
fluid flow in the channel with the stream bending by an angle of 2700 is investigated.
The problem on the plane vortical non-isoenergetic gas flow is solved for the curvilinear
channel. The Mach numbers varied from 0.25 at the inlet up to 0.62 at the outlet, thus
the flow is only subsonic.

The serviceability of the presented algorithm is shown on these examples. The influ-
ence of various scheme parameters and grid parameters on the exactitude of numerical
solution and convergence speed of the iterative process is investigated.

Chapters 7 - 10 are devoted to the development of the iterative finite difference method
for the numerical solution of three-dimensional stationary problems on ideal fluid flows
through the channels of complicated geometry using new dependent variables: the vector
potential ψ and the vorticity vector ω on adaptive grids.

In Chapter 7 the initial mathematical statement of the problem on steady ideal in-
compressible fluid flow in channels is given. The velocity vector u is given at the inlet Γ1

of the simply connected domain Ω. The impermeability conditions are given on the rigid
walls and the normal component u · n of the velocity vector is given at the outlet Γ2.

The mathematical aspects of the statement correctness of the stationary problems on
three-dimensional incompressible fluid flows which are similar to the described problem
are considered in [7, 49, 65, 101].

As it has already been mentioned, in the present thesis �ψ - �ω formulation of the
problem is used. Therefore, we need not to solve the continuity equation, as it will be
fulfilled automatically. And, secondly, there is no pressure as an unknown function.

In all articles by other authors where �ψ− �ω formulation is used for viscous fluid flows
the vector potential is assumed to be solenoidal. It leads to the simplifying of the equation
for the vector potential, but it also results in the algorithm complexity, because of the
requirement of realisation of this condition in each node of a grid. The realisation of this
condition in curvilinear coordinates is problematic, thus, we do not require this condition
to be fulfilled in the present thesis.

With the help of one-to-one non-degenerate mapping

xα = xα(q1, q2, q3), α = 1, 2, 3, (1.2)

of the unit cube Q in the space of coordinates q1, q2, q3 onto the physical domain Ω the
equations for �ψ, �ω are written in new independent variables qα.

The obtained equations are approximated on a curvilinear grid. For constructing a
grid three-dimensional equidistribution method is developed.

In Chapter 8 the equidistribution principle is formulated and the equations of the
equidistribution method for constructing three-dimensional adaptive grids are obtained.

Here the equidistribution principle consists in the requirement of the constancy of the
product of mesh volume and the value of the given control function w at the centre of
the mesh. The relation between the volume of three-dimensional mesh and the numerical
value of the Jacobian of the mapping (1.2) at the centre of the mesh is obtained. On
the basis of this connection the equidistribution principle in the difference form is written
using the Jacobian of the mapping. The differential analogue of the principle is used
for obtaining the differential equations of the equidistribution method (ED3-equations).
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The equivalence of the equidistribution principle and the differential equations of the
equidistribution method is proved.

For the solution of the system of nonlinear difference equations which is obtained by
the approximation of the differential ED3-equations the method of stabilizing corrections
is used [96] .

The conditions are formulated which make possible the construction of a grid on
lateral surfaces bounding the physical domain by the equidistribution method using the
same control function as inside the domain.

The differential equations and the difference equations for constructing the grids on
surfaces are obtained. According to the equidistribution principle the product of the area
of each mesh of the two-dimensional grid covering the curvilinear face and the value of
the control function at the centre of the mesh must be a constant value for this face.

The similar approach where a grid on lateral surfaces of three-dimensional domain is
constructed on the basis of the equations for interior nodes is used, for example, in [143].
Here the well known equations from [48, 150] are used as the basis.

The differential equations and the difference equations for constructing the grids on
space curves bounding the faces of the physical domain are obtained. The equidistribution
principle means that the lengths of the segments between two adjacent nodes of the grid
are inversely proportional to the values of the control function at the centres of these
segments.

The conditions are formulated which make it possible to construct grid on a curve by
the equidistribution method using the same control function as inside the domain.

For a flat curve with the natural parametrization the equation for constructing a grid
on a space curve changes over to the equation for constructing a grid on a plane curve.
For a straight segment it changes over to the equation for constructing a grid on a straight
segment which is considered in Chapter 4.

For constructing three-dimensional grids in articles by other authors (see, for example,
[17]), as well as in articles devoted to constructing two-dimensional grids, one-dimensional
equidistribution principle is used separately in each coordinate direction. In the present
thesis on the basis of the uniform methodology multi-dimensional equidistribution princi-
ple is formulated and the equations of the equidistribution method are obtained for grids
covering the varieties in two-dimensional and three-dimensional spaces: a domain in R2,
a curve in R2, a domain in R3, a surface in R3, a curve in R3.

In Chapter 9 the iterative finite difference method is developed for the numerical solu-
tion of three-dimensional stationary problems on ideal incompressible fluid flows through
the channels of complicated geometry using new dependent variables: the vector poten-
tial �ψ and the vorticity vector �ω on adaptive grids. Using the staggered grids we retain
some properties of the solution of the differential equations, in particular, the difference
continuity equation on a curvilinear grid is fulfilled on each step of the iterative process
within the round-off errors.

The finite difference equations for the components of grid function �ψ are obtained
by the integro-interpolational method by approximating the integrated relations which
are the integrated analogues of the differential equations. Approximating the integrated
relations in the interior nodes the integrals over the faces of the surface of integration (i.e.
over the faces of a parallelepiped) are calculated using the three-dimensional analogue of
the trapezoid formula. The obtained 27-point difference equation is the three-dimensional
analogue of the ”oblique cross” scheme [120].
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These equations are written in all interior nodes. The boundary values for the covariant
components of the vector potential are given not on all faces of the computational domain.
In particular, for the first component ψ1 the boundary values are not given on the left
boundary q1 = 0 and the right boundary q1 = 1. Therefore, the additional difference
equations are added obtained also by the integro-interpolational method making use of
the smaller parallelepipeds as the surfaces of integration.

Thus, the 18-point difference equation for ψ1 is obtained in the nodes of the left and
right faces. Contrary to the articles of other authors, here the vector potential is not
assumed to be solenoidal for calculating the boundary values.

The difference equations for the second and third covariant components of the vector
potential are obtained similarly. The additional equations for the second component are
written in the nodes of the anterior and back faces, and for the third component – in the
nodes of the lower and upper faces of the computational domain Q.

The numerical realisation of the boundary conditions for the vector potential is con-
sidered using the problem on the incompressible fluid flow in the curved duct by way of
example. For obtaining these conditions it is assumed that the fluid enters the domain
by the direction of interior normal to the inlet.

Using the given values of the normal component of the velocity vector at the inlet and
the outlet and the impermeability conditions on the rigid walls we obtain the formulas for
the covariant components of the vector potential which are tangential to the faces. Thus,
two components of �ψ are known on each face. These components do not vary during
the iterative process. The transversal component is calculated on each step of the global
iterative process using the above-described difference formulas.

This process for calculating the boundary values of �ψ is used earlier in [11] for the
case of Cartesian coordinates and uniform rectangular grids. We managed to generalize
it to the case of curvilinear grids.

As it was mentioned earlier, the vorticity function is calculated by the direct (non-
iterative) method in the two-dimensional case, and the signs of the components of the
velocity could be alternating. We did not manage to generalize this method to the three-
dimensional case, therefore here it is assumed that the sign of one of the components of
the velocity is fixed.

In particular, for the channel which is used in test calculations the second contravari-
ant component of the velocity is positive everywhere in domain. The first and third
components can be of alternating signs. From the physical point of view it means that
the primary direction of the fluid flow is the direction along the axis of the channel with
possible rotation of the fluid partiles around this axis. The mathematical implication is
that this condition leads to the hyperbolicity of the system of equations with respect to
the components of the vorticity vector. There are well known effective methods of solving
hyperbolic systems [48]. By analogy with t-hyperbolic systems it is possible to name this
system ”q2-hyperbolic” and it is possible to use the well known methods for solving hy-
perbolic systems of equations. In the present thesis the implicit two-dimensional scheme
”predictor - corrector” by S.K. Godunov [48] is used. The scheme is realized by the scalar
sweeps in each of two coordinate directions. For its realisation it is necessary to know all
three components of the vorticity vector at the inlet of the domain.

The formulas for calculating the boundary values of the components of the vorticity
vector at the inlet are obtained similarly to the two-dimensional case using the given values
of the velocity at the inlet and the values of the vector potential which have already been
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calculated from the previous iteration in the grid nodes adjacent to the boundary.

The boundary conditions for the components of the vorticity vector of three-dimen-
sional viscous flow are considered earlier in the articles [94, 160] and books [5, 11, 44].

At the end of the chapter the global iterative process of solving the difference problem
on three-dimensional steady ideal incompressible fluid flow in channels is described. The
process consists of two stages: at the first stage the problem on the potential ideal incom-
pressible fluid flow is solved. This solution is the initial approximation for calculating the
vortical ideal incompressible fluid flow.

In Chapter 10 the calculation results of the series of three-dimensional problems are
presented. The first series of calculations is carried out for the domain of simple form, i.e.
for the parallelepiped with the faces parallel to the coordinate planes of Cartesian system
of coordinates. The flow pattern is investigated for various boundary conditions for the
velocity vector at the inlet and the outlet. The numerical results are compared either to
the exact solutions or, when the flow is independent of the third coordinate (i.e. there is
actually a two-dimensional flow), with the solutions obtained with the help of the two-
dimensional algorithm developed in Chapters 2 - 6. These simple examples demonstrate
the serviceability of the presented algorithm. The influence of various scheme parameters
on the convergence speed of the iterative process is investigated.

The other series of calculations is performed for the duct with the square cross-section
and with the stream bending by an angle of 180◦. The calculations are also carried out
for the various boundary conditions for the velocity vector at the inlet and the outlet. As
it has been shown by the results of other authors [8, 16, 18, 19, 21, 23, 32, 46, 47, 54, 61,
93, 97, 140, 147, 160, 163, 166], if there is a shift stream at the inlet, then the secondary
flows appear in the curved part of a duct. These secondary flows are imposed on the
primary flow which is given by the velocity vector at the inlet. The results of the present
thesis are qualitatively coinciding with the conclusions of [18, 19] about the appearance
of the rotary motion of the ideal fluid partiles around the axis of the curved channel.

In Chapters 11 - 12 the algorithms for calculating ideal gas flows described in Chapters
2 - 6 are applied to the numerical solution of the problems on stationary fluid flows with
the surface gravitational waves in the river channels of complicated configuration within
the framework of the plane shallow water model of the first approximation.

In Chapter 11 the mathematical statement of the problem on steady fluid flow with
the surface gravitational waves is presented in initial variables: the velocity vector u and
the elevation η(x) of the fluid surface above the non-perturbed level.

It is known [107] that the system of equations of the shallow water coincides with the
system of equations of gas dynamics for perfect gas with the adiabatic exponent equal
to two. Therefore, the developed algorithm for calculating ideal gas flows using new
dependent variables ψ and ω on curvilinear grids can be applied to the numerical solution
of the problem on fluid flows with the surface gravitational waves within the framework of
the plane shallow water model of the first approximation. Here we would like to mention
the book [80] where the possibility of using ψ−ω formulation for calculating oceanic flows
is emphasized.

The global iterative process of solving the difference problem on steady fluid flow
with the surface waves is solved in three stages. At the first stage the problem on the
potential flow ”under the cover” is solved (η(x) ≡ 0, ω(x) ≡ 0). This solution is the
initial approximation for calculating the vortical flow ”under the cover” (η(x) ≡ 0) which
is the initial approximation for solving the problem on the vortical fluid flow with free
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surface.
The approximation of the equation for ψ in these problems is completely similar to

the approximation for the problems on the ideal gas flows.
The closed streamlines can appear here, therefore the equation for the vorticity is

approximated by the other scheme, i.e. by the scheme with central differences. The
obtained system of equations is solved by the implicit method of establishing the steady
state with splitting of the operator on the upper time level and the realisation by the
sweep method.

Since the value H2/2 is the analogue of the pressure, then the method of coordinated
approximation is also used for its calculation.

The numerical results of modelling of the fluid flow with the surface waves on the
given part of the river-bed are presented. The geometry and parameters are taken from
the article [15]. The series of calculations for various geometries of the bottom and for
various flow velocities at the inlet is presented.

In Chapter 12 the iterative algorithm on adaptive grids for calculating steady flows in
the rivers with islands is developed on the basis of the plane shallow water model using
new dependent variables – the stream function ψ and the vorticity function ω.

Similar to Chapter 11 the plane shallow water model of the first approximation is used
for describing ideal incompressible fluid flows with free surface. The equations of this
model are the same as in Chapter 11. The domain of solution Ω is multiply connected,
because there are islands in the river-bed. Therefore, the differences of the algorithm
for multiply connected domains from the algorithm described in Chapter 11 for simply
connected domains are emphasized here.

The modification of the equidistribution method for constructing curvilinear grids in
doubly connected domains is presented.

The algorithm for calculating the value of the stream function on the contour of the
island is described for all stages of the iterative process. Calculating the potential flow the
value of ψ on the contour of the island is defined in the following way. Some calculations
of the flow in the simply connected domain are performed with the decreasing depth of the
shoal in that place where the island should be. The limiting value of the stream function
is defined when the depth of the shoal becomes close to zero. This approximate value of
ψ is taken as the value of ψ on the contour of the island for calculating the potential flow.

Calculating the vortical flow the value of ψ on the contour of the island is obtained
from the independence condition of the total depth of the contour of integration in the
method of coordinated approximation. The similar approach for the definition of values
of the stream function on the interior contours of multiply connected domains is used in
algorithms for calculating viscous fluid flows, for example, in [86, 142].

Some results of numerical modelling are presented for the flow around the island in
the river-bed with the contour of coastal line which is taken from the article [15].

In Chapter 13 the basic results of researches are summarised.
The proofs of all lemmas and theorems are provided in Appendix.
The following tools were used: Microsoft Fortran, Microsoft Paint, WATCOM Fortran,

Graphic Workshop Professional, Tecplot.
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Chapter 2

Mathematical models of
two-dimensional steady ideal gas and
fluid flows in Cartesian coordinates

2.1 Mathematical model of two-dimensional steady

ideal gas flow in Cartesian coordinates

Let Ω be a simply connected domain in the plane of Cartesian coordinates x1Ox2. The
mathematical statement of the problem on steady flow of ideal gas through the domain
Ω consists in obtaining the velocity vector u, the pressure p, the density ρ, and the total
energy H , satisfying the continuity equation, the motion equation and the energy equation
in Ω:

∇ · ρu = 0, (2.1)

(ρu · ∇)u +∇p = f , x = (x1, x2) ∈ Ω, (2.2)

∇ · ρuH = 0, (2.3)

and the boundary conditions on the boundary Γ = ∂Ω:

ρu
∣∣∣
x∈Γ1

= �ν1(x), u · n
∣∣∣∣
x∈Γ0

= 0, ρu · n
∣∣∣∣
x∈Γ2

= ν2(x), (2.4)

H
∣∣∣
x∈Γ1

= H1(x), (2.5)

where u = (u1, u2), uα(α = 1, 2) are the components of the velocity vector along the axes

Oxα. f is the vector of external forces, f = (f1, f2). ∇ =
(

∂
∂x1

, ∂
∂x2

)
, n is the external

normal to Γ. Γ = Γ1 ∪ Γ0 ∪ Γ2, Γ1 is the inlet to Ω (�ν1 · n < 0), Γ0 is the impermeable
part of the boundary, Γ2 is the outlet from Ω (ν2 > 0), Γ1 ∩ Γ2 = ∅ (see Fig.2.1).

The following equality is fulfilled for the total energy of the perfect gas:

H =
κp

ρ(κ− 1)
+
V 2

2
, (2.6)
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Figure 2.1: The initial (”uniform”) grid in the physical domain Ω

Figure 2.2: The uniform grid in the computational domain Q

where κ is the adiabatic exponent, V = |u|.
In addition to (2.4)–(2.5), the pressure is given at the certain point M0 ∈ Ω̄:

p(M0) = p0. (2.7)

Let us introduce the function ν(s):

ν(s) =


�ν1(x) · n(x), x(s) ∈ Γ1,

0, x(s) ∈ Γ0,
ν2(x), x(s) ∈ Γ2,

(2.8)

where s is the length of the boundary counted from a certain fixed point, x = x(s) is the
parametric equation of the boundary Γ.

By applying the Green’s formula to the equation (2.1) we obtain the necessary condi-
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tion of the solvability for the problem described above:

S∫
0

ν(s)ds = 0, (2.9)

where S is the length of the boundary Γ.
For the numerical solution of the problem new dependent variables, i.e. the stream

function ψ and the vorticity function ω, are introduced:

ρu1 =
∂ψ

∂x2
, ρu2 = − ∂ψ

∂x1
, ω = rot u ≡ −∂u1

∂x2
+
∂u2
∂x1

. (2.10)

Therefore we obtain the following equations for ψ and ω:

div

(
1

ρ
∇ψ

)
= −ω, (2.11)

∇ · ρuω = −rot

(
ρ∇V

2

2

)
+ rotf . (2.12)

The boundary values of ψ are uniquely defined from the conditions (2.4) (with the accu-
racy up to the additive constant ψ0):

ψ(s) = ψ0 +

s∫
0

ν(ξ)dξ. (2.13)

Under the same conditions the normal derivative of ψ at the inlet Γ1 is obtained:

∂ψ

∂n

∣∣∣
x∈Γ1

= �ν1 · �τ, (2.14)

where �τ is the unit vector in the tangential direction to Γ1.
If the equation (2.12) is considered with the given velocity vector u and density ρ,

then this equation is the first-order linear equation with respect to ω. According to the
theory of equations with non-negative characteristic form [104], for such linear equation
the boundary conditions must be given on those parts of the boundary Γ where u ·n < 0,
i.e. at the inlet Γ1. The conditions (2.4) do not allow us to calculate the value ω

∣∣∣
Γ1

, but

for the numerical calculation of the problem these boundary conditions can be obtained
by means of conditions (2.13), (2.14).

2.2 Mathematical model of two-dimensional steady

ideal fluid flow in Cartesian coordinates

The mathematical statement of the problem on steady flow of ideal fluid through the
domain Ω consists in obtaining the velocity vector u and the pressure p satisfying the
equations of continuity and motion in Ω (see Fig.2.3):

∇ · u = 0, (2.15)
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Figure 2.3: The initial (”uniform”) grid in the physical domain Ω

Figure 2.4: The uniform grid in the computational domain Q

(u · ∇)u +∇p = f , x = (x1, x2) ∈ Ω (2.16)

and the boundary conditions on the boundary Γ = ∂Ω:

u
∣∣∣
x∈Γ1

= �ν1(x), u · n
∣∣∣∣
x∈Γ0

= 0, u · n
∣∣∣∣
x∈Γ2

= ν2(x), (2.17)

The density of the fluid is assumed to be 1.
The correctness of the problems on non-stationary or steady ideal fluid flows through

the given domains is considered in [2]–[4], [7, 52, 64, 66, 69, 113, 152, 167] and other
papers. It is known that for the solution to be unique the pressure must also be given at
the certain point M0 ∈ Ω̄ in addition to the conditions (2.17):

p(M0) = p0. (2.18)

In order to eliminate the pressure from the basic equations new dependent variables,
i.e. the stream function ψ and the vorticity function ω, are introduced:

u1 =
∂ψ

∂x2
, u2 = − ∂ψ

∂x1
, ω = rot u ≡ −∂u1

∂x2
+
∂u2
∂x1

. (2.19)

Then we obtain the following equations for ψ and ω:

∆ψ = −ω, (2.20)
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u · ∇ω = rotf . (2.21)

The boundary values of ψ and the normal derivative of ψ at the inlet are uniquely deter-
mined from the conditions (2.17) using formulas (2.13), (2.14).
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Chapter 3

Mathematical models of
two-dimensional steady ideal gas and
fluid flows in curvilinear coordinates

3.1 Mathematical model of two-dimensional steady

ideal gas flow in curvilinear coordinates

Let

xα = xα(q1, q2), α = 1, 2, (3.1)

be a one-to-one non-degenerate mapping of the square Q in the plane of coordinates q1Oq2

onto the domain Ω. For simplicity, let us assume that the inlet and the outlet are the
connected parts of the boundary. Γ1 is the image under the mapping (3.1) of the left side
γ1 of the square Q, Γ2 is the image of the right side γ2. The impermeable part Γ0 consists
of two intervals Γ′

0 and Γ′′
0 which are the images of the lower side γ′0 and the upper side γ′′0

of Q respectively. The domain Ω and its prototype Q are shown in Fig.2.1 and Fig.2.2.
The equations (2.11), (2.12) and (2.3) have the following form in new independent

variables qα:

∂

∂q1

(
k11

∂ψ

∂q1
+ k12

∂ψ

∂q2

)
+

∂

∂q2

(
k21

∂ψ

∂q1
+ k22

∂ψ

∂q2

)
= −Jω, (3.2)

∂

∂q1
(ρJv1ω) +

∂

∂q2
(ρJv2ω) =

= − ∂

∂q1

(
ρ
∂

∂q2

(
u2

2

))
+

∂

∂q2

(
ρ
∂

∂q1

(
u2

2

))
− ∂f1
∂q2

+
∂f2
∂q1

, (3.3)

∂

∂q1
(ρJv1H) +

∂

∂q2
(ρJv2H) = 0, (3.4)

where

k11 =
g22
ρJ

, k12 = k21 = −g12
ρJ

, k22 =
g11
ρJ

,
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gαβ (α, β = 1, 2) are the covariant components of the metric tensor:

g11 = x2q1 + y2q1, g12 = xq1xq2 + yq1yq2, g22 = x2q2 + y2q2,

x = x1, y = x2, J is the Jacobian of the mapping (3.1):

J = xq1yq2 − xq2yq1.

fα are the covariant components of the vector f . The contravariant velocity components
vα are connected with ψ by the following relations:

v1 =
1

ρJ

∂ψ

∂q2
, v2 = − 1

ρJ

∂ψ

∂q1
. (3.5)

The transformation (3.1) is non-degenerate, therefore J �= 0. Further we assume that
the Jacobian is positive everywhere in Ω: J > 0.

In calculating the pressure the motion equations in the Gromeka-Lamb form written
in curvilinear coordinates are used:

−ρJv2ω + ρ
∂

∂q1
u2

2
+

∂p

∂q1
= f1,

ρJv1ω + ρ
∂

∂q2
u2

2
+

∂p

∂q2
= f2. (3.6)

If we introduce the covariant components of the velocity vα:

vα = gα1v
1 + gα2v

2, α = 1, 2, (3.7)

then the equation (3.2) can be written in a different form:

ω =
1

J

(
−∂v1
∂q2

+
∂v2
∂q1

)
. (3.8)

This relation is used for obtaining the numerical values of ω at the inlet Γ1.
The boundary conditions for ψ have the following form in new coordinates:

ψ
∣∣∣
q∈γ= ψ̄(q), (3.9)

k11
∂ψ

∂q1
+ k12

∂ψ

∂q2
= −xq2ν1,1 − yq2ν1,2, q = (0, q2), (3.10)

where ψ̄(q) is the function from the right-hand side of the equation (2.13), ν1,α (α = 1, 2)
are Cartesian components of the vector �ν1.

As it has been noted above, with the given functions u and ρ the equation (2.12) can
be considered hyperbolic. The characteristics of this equation enter the domain Ω through
the inlet Γ1, leave the domain Ω through Γ2 and do not cross the impermeable part Γ0.

Is the same true for the equation (3.3)? I.e., if the functions ρ, J, vα and the right-
hand side are given and the equation is considered as the linearized equation with respect
to ω, will then the part γ1 be the inlet to Q (v1 > 0), γ2 – the outlet from Q (v1 > 0)
and γ0 – the impermeable part of Q (v2 = 0)? The answer to this question is given by
the following lemma.
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Lemma 3.1. The contravariant components of the velocity satisfy the following rela-
tions on the boundary γ = ∂Q:

v1
∣∣∣
γ1
> 0, v1

∣∣∣
γ2
> 0, v2

∣∣∣∣
γ′0∪γ′′0

= 0. (3.11)

This result will be essentially used later for constructing the difference scheme for the
vorticity in the nodes near the boundary.

3.2 Mathematical model of two-dimensional steady

ideal fluid flow in curvilinear coordinates

For incompressible fluid the equations have the same form as the equations for gas in new
independent variables with the only difference that it is necessary to put ρ = 1:

∂

∂q1

(
k11

∂ψ

∂q1
+ k12

∂ψ

∂q2

)
+

∂

∂q2

(
k21

∂ψ

∂q1
+ k22

∂ψ

∂q2

)
= −Jω, (3.12)

∂

∂q1
Jv1ω +

∂

∂q2
Jv2ω = 0, (3.13)

where

k11 =
g22
J
, k12 = k21 = −g12

J
, k22 =

g11
J
.

The domain Ω and its prototype Q are shown in Fig.2.3 and Fig.2.4.
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Chapter 4

Method for grid generation in
two-dimensional domains

4.1 One-dimensional equidistribution method

At the beginning of this chapter the equidistribution principle will be formulated and the
equation of the equidistribution method for constructing one-dimensional non-uniform
grids on the given segment will be obtained. This will be done either for the transforma-
tions of continuous argument or for the discrete transformations. The information given
here is commonly known (see, for example, [13, 34, 35]), but it would be difficult to present
the further results without this introduction. The accent is made on the equivalence of
the principle and the equations of the equidistribution method either at differential or at
difference levels.

Further in Section 4.2 and in Chapter 8 the attempts will be made to follow the
realisation of this equivalence constructing two-dimensional and three-dimensional grids.

In [13] the equidistribution method for constructing one-dimensional adaptive grids
covering the segment [0; L] is described. The essence of the equidistribution method
consists in achieving the constancy of the product of mesh length and the value of the
control function w at the centre of the mesh.

Let xj be the coordinates of grid nodes, j = 1, . . . , N ,

x1 = 0, xN = L. (4.1)

The length of the mesh [xj ; xj+1] is denoted by Sj+1/2, therefore the equidistribution
principle has the following form:

w(xj+1/2)Sj+1/2 = C̃h = const, j = 1, . . . , N − 1. (4.2)

Thus, the lengths of meshes are small where the control function w has large values and,
on the contrary, they are large in that part of Ω = (0; L) where the function w has small
values.

Hereinafter we assume that the control function satisfies the restrictions:

1 ≤ w(x) ≤W, W = const <∞, x ∈ Ω̄. (4.3)

The equidistribution principle (4.2) is the difference analogue of the following differ-
ential equation:

w(x)
dx

dq
(q) = C, C = const, q ∈ Q = (0; 1), (4.4)
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where

x = x(q), q ∈ Q̄, (4.5)

x(0) = 0, x(1) = L, (4.6)

is the required one-to-one mapping of Q̄ onto Ω̄.
The equation (4.4) is named ”the equidistribution principle in differential form”. The

equation (4.4) can be written in a different equivalent form:

dq

dx
=
w

C
. (4.7)

From the above, after the integration over Ω and using (4.6), the formula is obtained for
calculating the constant C:

C =

L∫
0

w(x)dx, (4.8)

and after the integration over the interval [xj ; xj+1] the following relation is obtained:

Ch =

xj+1∫
xj

w(x)dx, j = 1, ..., N − 1.

Here xj = x(qj), qj is the coordinate of the node with the number j of the uniform grid
with the step size h covering the unit segment Q, qj = (j − 1)h, h = 1/(N − 1).

The latter equation shows that the function w(x) is uniformly distributed over all
meshes [xj , xj+1] of the constructed grid and the lengths of the meshes satisfy the following
inequalities:

hL

W
≤ xj+1 − xj ≤ hLW, j = 1, ..., N − 1. (4.9)

It must be noted that the equation (4.4) is nonlinear, therefore the numerical solution
must be based on the iterative process. The process can be constructed, for example, on
the basis of the following corollary from the equation (4.4):

x(q) = C

q∫
0

dq

w(x(q))
, (4.10)

where

C = L
/ 1∫

0

dq

w(x(q))
. (4.11)

Using the quadrature formula of rectangles the following expression for the node coordi-
nates can be obtained:

xn+1
k = Cn

h

k−1∑
j=1

h

w(xnj+1/2)
, k = 2, ..., N − 1, (4.12)
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where n is the iteration number,

Cn
h = L

/ N−1∑
j=1

h

w(xnj+1/2)
. (4.13)

However, as it has been observed by many authors (see, for example, [28]) the disadvantage
of the iterative process (4.12) is that the lengths of meshes oscillate, i.e. long and short
meshes alternate. This situation occurs for a rapidly changing control function w.

Therefore, for the calculation of the coordinates the approximation of the corollary of
the equation (4.4) is used obtained by the differentiation of (4.4):

d

dq

(
w(x)

dx

dq

)
(q) = 0, q ∈ Q. (4.14)

This equation is named ”the equation of the equidistribution method in differential form”
or ”ED1-equation”. Its difference analogue:

1

h

[
w(xj+1/2)

xj+1 − xj
h

− w(xj−1/2)
xj − xj−1

h

]
= 0, j = 2, . . . , N − 1, (4.15)

is named ”ED1-equation in difference form”.
Further, instead of (4.2) and (4.4) we shall use the relations into which the Jacobian

of the mapping (4.5) will enter. Let us denote the Jacobian by J , J(q) = dx
dq

(q). Then

the equidistribution principle (4.4) has the following form:

w(x(q))J(q) = C, C = const, q ∈ Q. (4.16)

If the Jacobian J at the centre of the mesh is approximated by the central difference:

Jj+1/2 =
xj+1 − xj

h
, (4.17)

then the difference analogue (4.2) of the equidistribution principle follow from (4.16), and
it can be written as follows:

w(xj+1/2)Jj+1/2 =
C̃h

h
≡ Ch = const, j = 1, . . . , N − 1. (4.18)

In a one-dimensional case the equidistribution principle and ED1-equation are equiv-
alent in the sense that if the mapping (4.5) satisfies the equidistribution principle (4.16),
then the function x = x(q) is also the solution of ED1-equation (4.14) and, on the contrary,
any solution of ED1-equation (4.14) satisfies the equidistribution principle (4.16).

If the approximation (4.17) is used, then the equivalence is also valid at the difference
level: if the node coordinates of the grid satisfy the equidistribution principle (4.18), then
the grid function xj is the solution of the difference ED1-equations (4.15) and, on the
contrary, the solution of these equations gives the grid which satisfies the equidistribution
principle (4.18).

The method of constructing adaptive grids on the basis of the equation (4.14) is named
”ED1-method for rectilinear segments”.

The solution of the problem (4.15)–(4.1) can be found, for example, with the help of
the following iterative process:

xn+1
j − xnj

τ
=

1

h

[
w(xnj+1/2)

xn+1
j+1 − xn+1

j

h
− w(xnj−1/2)

xn+1
j − xn+1

j−1

h

]
, (4.19)
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Figure 4.1: The convergence of the iterative process (4.19) for τ = 0.001

where τ > 0 is the iterative parameter, j = 2, ..., N − 1. The uniform grid with the step
∆x = L/(N − 1) can be taken as the initial approximation x0j .

When the iterative process converges the node coordinates of the constructed grid
satisfy the following equations:

w(xj+1/2)
xj+1 − xj

h
= Ch = const, j = 1, ..., N − 1, (4.20)

which are the difference analogues of (4.4). Here

Ch =
N−1∑
j=1

w(xj+1/2)(xj+1 − xj) = L

/
N−1∑
j=1

h

w(xj+1/2)
. (4.21)

The difference equations (4.19) with the boundary conditions (4.1) are solved by the
sweep method which is well stipulated for an arbitrary value of the iterative parameter
τ , because of the restriction (4.3). As calculations have shown, the convergence of the
iterative process is slowed down for small values of τ . When these values are too large the
process converges non-monotonically. The optimum value τopt exists giving the monotonic
convergence with the fastest rate of convergence for the iterative process (4.19).

This is illustrated in Figures 4.1, 4.2 and 4.3 where the process of the iteration con-
vergence for the grid using the following control function is shown:

w(x) = 1 + α exp(−a(x − 1/2)2).

The experimental values of the parameters are L = 1, α = 10, a = 50.
The choice of the control function w influences significantly the grid. The different

ways of selection of w are discussed in [5, 30, 98, 149, 150].
The main requirement consists in a higher solution accuracy on the constructed non-

uniform grid in comparison with the accuracy of the numerical solution on the uniform
grid with the same number of nodes. For this purpose it is proposed to construct a grid
ensuring the minimum approximation error [30].

Let us consider the simple example where the derivative of the function u = x3,
x ∈ [0, L], L > 1, is approximated by the finite-difference expression uj+1−uj

xj+1−xj on uniform

and non-uniform grids. These grids are constructed using the following control functions:

w1(x) = 1,

w2(x) = 1 + α|uxx|,
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Figure 4.2: The convergence of the iterative process (4.19) for τ = 0.01

Figure 4.3: The convergence of the iterative process (4.19) for τ = 0.1

w3(x) = 1 + α|ux|,

w4(x) = 1 + α|u|.
The error of the derivative calculation is obtained using the following formula:

δ = max
j
|ux(xj)− uj+1 − uj

xj+1 − xj
|.

The analytical expression for the solution x = x(q) of the problem (4.4)–(4.6) can be
obtained for each of control functions mentioned above. If the error is investigated for
large values of α and small step size h, then we obtain the following estimations of ψ:

δ1 ∼ 3L2h,

δ2 ∼ 3

2
L2h,

δ3 ∼ L2h
2
3 ,

δ4 ∼ L2h
1
2 .

It is clear that using the second control function the error of the derivative calculation is
reduced two times. The errors of calculations on the grids constructed on the basis of w3

and w4 are larger than for the uniform grid.
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This example shows that the unsuccessful choice of a control function can lead to the
deterioration in the accuracy of the calculation. The similar investigation of the possibility
of reducing the calculation accuracy under the excessive condensation of a grid can be
found in [125].

In Section 4.2 and in Chapter 8 the equidistribution principle will be given in a multi-
dimensional case, the equations of the equidistribution method will be obtained and some
sufficient conditions will be defined for the principle and the equations of the equidistri-
bution method to be equivalent in the sense mentioned above.

4.2 Two-dimensional equidistribution method

In two-dimensional case the analogue of the length of one-dimensional mesh is the square
of the mesh of two-dimensional grid with the nodes xj covering the domain Ω with the
boundary Γ. Here x = (x1, x2), j = (j1, j2) is multi-index, jα = 1, . . . , Nα, α = 1, 2. The
square of quadrangular mesh with vertexes xj1,j2, xj1+1,j2, xj1+1,j2+1, xj1,j2+1 is denoted by
Sj+1/2. Then the equidistribution principle, that is the analogue of (4.2), has the following
form:

w(xj+1/2)Sj+1/2 = C̃h, jα = 1, . . . , Nα − 1, (4.22)

where w(xj+1/2) is the value of the given control function at the centre of the mesh.
The coordinates of this centre are defined as the arithmetical average of the appropriate
coordinates of four vertexes of the mesh.

We denote the total set of the grid nodes by Ω̄h. Let us assume that the set Ω̄h is the
image of the uniform rectangular grid Q̄h covering the square Q̄ = [0; 1] × [0; 1] under
the one-to-one mapping

xα = xα(q1, q2), α = 1, 2, (4.23)

of the plane q1Oq2 onto the plane of Cartesian coordinates x1Ox2. The domain Ω and its
prototype Q are shown in Fig.2.3 and Fig.2.4. The mapping (4.23) is unknown, and the
differential equations for the definition of this mapping will be obtained.

Let us take the identity which is satisfied by an arbitrary smooth mapping (4.23):

∂

∂q1

(
g22
J

∂xα

∂q1
− g12

J

∂xα

∂q2

)
+

∂

∂q2

(
−g12
J

∂xα

∂q1
+
g11
J

∂xα

∂q2

)
= 0, α = 1, 2. (4.24)

This identity represents the Laplace equation with respect to unknown functions xα writ-
ten in new coordinates qα. The covariant components of the metric tensor of the required
transformation (4.23) are denoted by gαβ.

In order to narrow the set of functions satisfying the identity (4.24), we introduce
the additional restrictions on these functions. Firstly, we assume that the system of
coordinates defined by the required mapping (4.23) is orthogonal. It can be written in
the following form:

g12 = 0. (4.25)

And, secondly, it is assumed that the mapping (4.23) satisfies the equidistribution prin-
ciple in differential form that is similar to the principle (4.16) in one-dimensional case:

w(x(q))J(q) = C, C = const, q = (q1, q2) ∈ Q, (4.26)
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where J is the Jacobian of the mapping (4.23). Using these conditions in the identity (4.24)
we obtain two-dimensional equations of the equidistribution method or ED2-equations in
differential form:

∂

∂q1

(
wg22

∂xα

∂q1

)
+

∂

∂q2

(
wg11

∂xα

∂q2

)
= 0, α = 1, 2. (4.27)

Thus, in two-dimensional case ED2-equations follow from the equidistribution princi-
ple (4.26) under the additional assumption of the orthogonality of the mapping (4.23). It
can be shown that the converse statement about the realisation of the equidistribution
principle is correct for some solutions of the equations (4.27).

Lemma 4.1. If the mapping (4.23) assigned by the solutions of the equations (4.27)
is non-degenerate and orthogonal, then the equidistribution principle (4.26) is fulfilled for
it.

The obtained ED2-equations (4.27) differ from the equations that are used by other
authors for constructing multi-dimensional grids on the basis of the idea of equidistribu-
tion. For example, in [37, 78, 102] the Thompson system of equations of [150] is taken as
the basis:

g22
(
xαq1q1 + P1x

α
q1

)
+ g11

(
xαq2q2 + P2x

α
q2

)
− 2g12x

α
q1q2 = 0. (4.28)

The one-dimensional analogue of this system is written in the following form:

d2x

dq2
+ P

dx

dq
= 0.

This equation is compared with ED1-equation (4.14) written in the form:

w
d2x

dq2
+
dw

dq

dx

dq
= 0,

and the conclusion is made that the function P should be chosen as follows:

P =
1

w

dw

dq
.

Therefore, for the equation (4.28) it is natural to choose the functions Pα in the form:

Pα =
1

w

dw

dqα
.

Thus, we obtain the following equations:

g22
∂

∂q1

(
w
∂xα

∂q1

)
+ g11

∂

∂q2

(
w
∂xα

∂q2

)
− 2g12w

∂2xα

∂q1∂q2
= 0, α = 1, 2. (4.29)

It is obvious, that the equations (4.29) are non-conservative in comparison with our equa-
tions (4.27).

Let us show how we should approximate the equation (4.27) if we want the node
coordinates of the curvilinear grid satisfying the equidistribution principle to satisfy the
difference equations.
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Let us assume that Q̄ is covered by the uniform rectangular grid with the number of
nodes Nα and the step size hα in the direction of the axes Oqα, hα = 1/(Nα−1), α = 1, 2.
Let qj = (q1j1, q

2
j2

), j = (j1, j2), jα = 1, . . . , Nα, qαjα = (jα − 1)hα.
We introduce two basis operators of the difference derivatives:

(Dq1ϕ)(q) =
ϕ(q1 + h1/2, q

2)− ϕ(q1 − h1/2, q
2)

h1
, (4.30)

(Dq2ϕ)(q) =
ϕ(q1, q2 + h2/2)− ϕ(q1, q2 − h2/2)

h2
, (4.31)

On using these derivatives for writing the difference operators it is necessary to take
into account the defintion areas of the grid functions. In some cases the grid functions
refer not to the nodes of the grid with the integer indices, but, for example, to the centers
of the meshes (the nodes with the half-integer indexes) or to the centers of the sides of
the meshes (the nodes with one integer index and one half-integer index).

Thus, the result of applying the operators Dqα depends on the nodes where the grid
function ϕ is defined. In addition, this result obviously depends upon the point where it
is necessary to calculate the derivative. If the function ϕ is defined in the integer nodes
qj = (q1j1 , q

2
j2), then it is assumed that

(Dq1ϕ)j1+1/2,j2 =
ϕj1+1,j2 − ϕj1,j2

h1
,

(Dq1ϕ)j1,j2 =
(Dq1ϕ)j1−1/2,j2 + (Dq1ϕ)j1+1/2,j2

2
,

(Dq1ϕ)j1,j2+1/2 =
(Dq1ϕ)j1,j2 + (Dq1ϕ)j1,j2+1

2
,

(Dq1ϕ)j1+1/2,j2+1/2 =
(Dq1ϕ)j1+1/2,j2 + (Dq1ϕ)j1+1/2,j2+1

2
.

The formula (4.30) for grid functions which are defined at the centers of the meshes
qj+1/2 = (q1j1+1/2, q

2
j2+1/2), q

α
jα+1/2 = qαjα + hα/2, α = 1, 2, has the following form:

(Dq1ϕ)j1,j2+1/2 =
ϕj1+1/2,j2+1/2 − ϕj1−1/2,j2+1/2

h1
,

(Dq1ϕ)j1,j2 =
(Dq1ϕ)j1,j2−1/2 + (Dq1ϕ)j1,j2+1/2

2
,

(Dq1ϕ)j1+1/2,j2+1/2 =
(Dq1ϕ)j1,j2+1/2 + (Dq1ϕ)j1+1,j2+1/2

2
,

(Dq1ϕ)j1+1/2,j2 =
(Dq1ϕ)j1,j2 + (Dq1ϕ)j1+1,j2

2
.
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Figure 4.4: The pattern of the difference equations and the integration contour in the
internal node qj ∈ Qh

If the grid function ϕ is defined at the centers of the horizontal sides of the meshes
qj1+1/2,j2 = (q1j1+1/2, q

2
j2

), then the following expressions are taken as the difference deriva-
tive (4.30):

(Dq1ϕ)j1,j2 =
ϕj1+1/2,j2 − ϕj1−1/2,j2

h1
,

(Dq1ϕ)j1+1/2,j2 =
(Dq1ϕ)j1,j2 + (Dq1ϕ)j1+1,j2

2
,

(Dq1ϕ)j1,j2+1/2 =
(Dq1ϕ)j1,j2 + (Dq1ϕ)j1,j2+1

2
,

(Dq1ϕ)j1+1/2,j2+1/2 =
(Dq1ϕ)j1+1/2,j2 + (Dq1ϕ)j1+1/2,j2+1

2
.

Similarly, using the average values of ϕ, if it is necessary, the difference derivative Dq1ϕ
is calculated for grid functions defined at the centers of the vertical sides of the meshes
qj1,j2+1/2 = (q1j1 , q

2
j2+1/2). The derivative Dq2ϕ is calculated in a similar way.

The difference equations for the node coordinates are obtained by the integro-inter-
polational method. The equations (4.27) are substituted by the following integrated
relations:∮

C
wg22

∂xα

∂q1
dq2 − wg11

∂xα

∂q2
dq1 = 0, α = 1, 2, (4.32)

where C is the contour of the rectangle. The sides of this rectangle are parallel to the axes
Oqα and divide the distances from the considered interior node qj to the nodes, adjacent
to it, in two equal parts.

Fig.4.4 shows the nine-point pattern of the difference equations and the integration
contour (denoted by the dashed line) in the internal node qj ∈ Qh.

The integrals along the sides of this contour are approximated by the trapezoid for-
mula, assuming that the grid functions xα are defined in the integer nodes qj, and the
function w – at the centers of the meshes. The components of the metric tensor gαβ and
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the Jacobian are also defined at the centers of the meshes and are calculated using the
following formulas:

(g11)j+1/2 = (Dq1x
1Dq1x

1 + Dq1x
2Dq1x

2)j+1/2, (4.33)

(g12)j+1/2 = (Dq1x
1Dq2x

1 + Dq1x
2Dq2x

2)j+1/2, (4.34)

(g22)j+1/2 = (Dq2x
1Dq2x

1 + Dq2x
2Dq2x

2)j+1/2, (4.35)

Jj+1/2 =
(
Dq1x

1Dq2x
2 −Dq2x

1Dq1x
2
)
j+1/2

. (4.36)

Since the resulting expressions are rather awkward, the approximation formula only
for the side BC of the integration contour ABCD at α = 1 is presented here:∫

(BC)

wg22
∂x

∂q1
dq2 ≈ h2

2

[
wg22(C)

x(7) + x(3)− x(4)− x(0)

2h1
+

+wg22(B)
x(3) + x(6)− x(0)− x(2)

2h1

]
≡ h2

2
[wg22Dq1x(C) + wg22Dq1x(B)] . (4.37)

Thus, we obtain the following difference ED2-equations:

(Dq1(wg22Dq1x
α) + Dq2(wg11Dq2x

α))j = 0. (4.38)

It is necessary to take into account that the grid complexes wgββDq3−βxα, α, β = 1, 2,
are defined at the centers of the meshes also.

If the Jacobian of the mapping is calculated using the formula (4.36), then

Sj+1/2 = Jj+1/2h1h2. (4.39)

Thus, the equidistribution principle in difference form (4.22) can be written in the form
similar to (4.18):

w(xj+1/2)Jj+1/2 =
C̃h

h1h2
≡ Ch = const, jα = 1, . . . , Nα − 1. (4.40)

A grid with convex meshes is named ”quasi-orthogonal” if the centerlines of each
quadrangular mesh are perpendicular. Taking into account the approximation (4.34) the
condition of quasi-orthogonality can be written in the form of the condition (4.25):

(g12)j+1/2 = 0. (4.41)

A grid with convex meshes is named ”adaptive” if for each mesh the equidistribution
principle in difference form (4.40) is fulfilled.

As it has been noted above, for orthogonal two-dimensional mappings (4.23) the
equidistribution principle in differential form (4.26) and ED2-equations (4.27) are equiv-
alent. At the difference level it is possible to prove that the grid functions defining the
curvilinear grid which satisfies the equidistribution principle in difference form (4.40) are
the solutions of the difference ED2-equations (4.38).
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Lemma 4.2. The coordinates of the nodes of any quasi-orthogonal adaptive grid with
convex meshes satisfy the equations (4.38).

The method of constructing adaptive grids on the basis of the equations (4.27) is
named ”ED2-method for plane domains”.

The difference equations (4.38) are nonlinear. They represent the nine-point formula.
The matrix of the coefficients of these equations is symmetric and has the diagonal pre-
dominance. In practice, on constructing a grid simpler difference equations are used.
They are obtained on the basis of the quadrature formula of rectangles. Thus, instead of
(4.37), the following approximation is applied:∫

(BC)

wg22
∂x

∂q1
dq2 ≈ h2 · wg22(E)

x(3)− x(0)

h1
, (4.42)

where

wg22(E) =
wg22(C) + wg22(B)

2
.

The approximation of the integrals yields two systems of the difference equations for
the determination of coordinates xα. For solving the obtained systems it is possible to use
an iterative process where on each step the coefficients wgββ of the difference equations are
calculated from the previous iteration. Then for the approximation (4.42) the difference
equations can be considered as the five-point formula:

4∑
k=0

αkϕ(k) = 0, qj ∈ Qh, (4.43)

where ϕ(k) = xα(k) and the coefficients αk are calculated as follows:

α1 =
h2
h1
k11(W ), α3 =

h2
h1
k11(E), α2 =

h1
h2
k22(S),

α4 =
h1
h2
k22(N), α0 = −(α1 + α2 + α3 + α4), (4.44)

where k11 = wg22, k22 = wg11.
On considering the matrix A of the coefficients αk of the difference equations (4.43)

we can conclude that it is symmetric and has the diagonal predominance.
As in [22], the obtained systems of difference equations supplemented with the bound-

ary conditions are solved by the method of alternating directions:

ϕ̄j − ϕnj
τ/2

= Λ1ϕ̄j + Λ2ϕ
n
j ,

ϕn+1
j − ϕ̄j

τ/2
= Λ1ϕ̄j + Λ2ϕ

n+1
j , qj ∈ Qh, (4.45)

where ϕ = xα, α = 1, 2,

Λ1ϕ =
1

h1

[
k11(E)

ϕ(3)− ϕ(0)

h1
− k11(W )

ϕ(0)− ϕ(1)

h1

]
,
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Λ2ϕ =
1

h2

[
k22(N)

ϕ(4)− ϕ(0)

h2
− k22(S)

ϕ(0)− ϕ(2)

h2

]
. (4.46)

Here the coefficients kβγ of the operators Λα are calculated using the node coordinates
from the n-th iteration.

For constructing a grid the boundary conditions are necessary. If the positions of the
nodes on the boundary are given, then the difference problem of Dirichlet type is solved
for the equations (4.45). As the calculations have shown, the result can be unsatisfactory
because of the strong skewness of the grid (non-orthogonality of coordinate lines) near
the boundary. It happens because the positions of the nodes are defined by the difference
equations (4.45) and the control function w inside the domain. And the nodes are placed
under the different conditions on the boundary. Thus, this arrangement can appear to be
unsuccessful.

The other type of boundary conditions is obtained from the requirement of the or-
thogonality of an appropriate set of coordinate lines to the boundary. However, this kind
of definition for the node coordinates on the boundary leads sometimes to the shrinkage
of nodes to the angles of domain Ω during the iterative process. Such undesirable effect
is observed when the boundary of domain Ω has the angles larger than 900.

Therefore, we use the following method for calculating the nodes on the boundary:
two-dimensional equidistribution method is used inside the domain and one-dimensional
equidistribution method is used on the boundary. For the definitiness let us take the lower
side q2 = 0 of quadrate Q in Fig.2.1b and the part of the boundary ∂Ω corresponding to
it under the mapping (4.23). Let the considered segment of the boundary be given in the
parametric representation:

xα = fα(q), 0 ≤ q ≤ 1, α = 1, 2. (4.47)

Let this segment has the length L. If the arc length of the boundary is denoted by
s = s(q), then the following equality for s(q) is fulfilled:

s(q) =

q∫
0

√√√√(∂f 1

∂q

)2

+

(
∂f 2

∂q

)2

dq. (4.48)

For the nodes on the boundary to be condensed in accordance with the control function
w, it is assumed that the analogue of the equality (4.14) is satisfied for the arc length on
the considered segment of the boundary:

d

dq1

(
w
ds

dq1

)
= 0, 0 ≤ q1 ≤ 1, (4.49)

where w(s) = w(s(q1)) = w(f 1(q(q1)), f 2(q(q1))). The parameters q1 and q are connected
by the relation (4.48) where the value s(q1) should be used in the left-hand side. Thus,
the equation for constructing a grid on the plane curve is the following:

d

dq1

w
√√√√(∂f 1

∂q1

)2

+

(
∂f 2

∂q1

)2
dq

dq1

 = 0. (4.50)

The equation (4.50) is named ”EDC2-equation”. It is supplemented by the boundary
conditions of the type of (4.6):

s(0) = 0, s(1) = L.
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Figure 4.5: The initial approximation (”uniform grid”)

The obtained problem is solved by the iterative method. The grid with the nodes uni-
formly distributed over the arc length is taken as the initial approximation.

The method of constructing adaptive grids on the basis of the equation (4.50) is named
”EDC2-method for plane curves”.

Further, in Chapter 8, it will be shown, that the considered method of distributing the
nodes on the boundary of two-dimensional domain is the particular case of the equidistri-
bution method for constructing grids on space curves. And the conditions, under which
the same control function w can be used for placing the nodes either inside the domain
or on its boundary, will be indicated.

4.3 Test case of the channel with the stream bending

by an angle of 2700

In Section 6.1 the results of calculations of the fluid flow in the channel with the stream
bending by an angle of 2700 are presented. Let us consider the grid generation for the
domain from this test problem which is shown in Fig.2.3. The example of the grid which
can be taken as the initial approximation for the iterative process (4.45) is shown in
Fig.4.5. Its boundary consists of two rectilinear parts Γ1 and Γ2:

Γ1 =
{

(x, y)
∣∣∣ −3π

8
≤ x ≤ −3π

16
, y =

π

2

}
,

Γ2 =
{

(x, y)
∣∣∣ x = 0,

11π

16
≤ y ≤ 7π

8

}
,

and the curvilinear parts Γ′
0 and Γ′′

0 are given parametrically by the equation (4.47), where

f 1(q) = x0 cos π
(

3

2
q − 1

)
,

f 2(q) = arcsin

(
cosx0

cos f 1(q)

)
, (4.51)
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Figure 4.6: The grid with the uniform initial approximation after 30 iterations, w = 1

x0 = 3π
8

for Γ′
0 and x0 = 3π

16
for Γ′′

0.
The example of the grid which can be taken as the initial approximation for the

iterative process (4.45) is shown in Fig.4.5.
Firstly, the nodes are placed either uniformly or with the condensation over the arc

length along the boundaries Γ′
0 and Γ′′

0 depending on the control function. Then the nodes
xj1,1 and xj1,N2 with the same numbers j1 are connected with the straight segments and
these segments are divided into N2 − 1 equal parts.

Fig.4.6 shows the grid obtained after 30 iterations with w ≡ 1. It can be seen that
the grid is quasi-uniform inside the domain and it is very close to orthogonal. The
condensation of coordinate lines is observed near the part Γ′

0 of the boundary. This grid
is the analogue of the uniform grid in one-dimensional case.

The grid constructed using the following control function:

w(x, y) = 1 + α|ω(x, y)| (4.52)

is considered where α = 2, ω(x, y) = 2 cosx sin y. The choice of the control function is
made in this way because of the numerical solution of the test problem on incompressible
ideal fluid flow in the domain Ω on the curvilinear grid. The function ω is the vorticity
function.

The given problem has the following exact solution:

u(x, y) = cosx cos y,

v(x, y) = sin x sin y,

where u(x, y), v(x, y) are the components of the velocity vector u = (u, v). The calcu-
lations have shown that the accuracy of the numerical solution for α = 2 is enhanced in
comparison with the solution on the grid presented in Fig.4.6 (α = 0).

Fig.4.7 shows the grid obtained also after 30 iterations, but for w = 1 + α|u(x, y)|2,
α = 2. The accuracy of the solution of the given problem is decreased on this grid.

The other advantage of the considered method for constructing adaptive grids is the
high stability of the iterative process with respect to the choice of initial approximation.
Fig.4.8 shows the other initial approximation. It is carried out in the following way. The
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Figure 4.7: The grid with the uniform initial approximation after 30 iterations, w =
1 + α|u(x, y)|2

Figure 4.8: The ”bad” initial approximation
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Figure 4.9: The grid with the ”bad” initial approximation after 30 iterations, w = 1 +
α|ω(x, y)|

nodes are placed uniformly along Γ1 and Γ2, after that the appropriate nodes x1,j2 and
xN1,j2, j2 = 2, ..., N2 − 1, are connected with the straight segments, and these segments
are divided into N2 − 1 equal parts.

On comparing Fig.4.5 and Fig.4.8 it can be seen that the initial grid shown in Fig.4.8
is very bad, because it significantly differs from the final grid and its nodes are placed
outside the domain Ω. Nevertheless, the iterative process converges for this bad initial
approximation as well (see Fig.4.9), though it converges considerably slower than for the
initial grid presented in Fig.4.5. During the further iterations the grid is obtained, similar
to the grid constructed on the basis of the ”good” initial approximation.

4.4 Test case of the part of the river-bed

Now let us illustrate the possibilities of two-dimensional equidistribution method by the
example of the domain which is used in Chapter 11 for the modelling of the flow on the
part of the river-bed.

The example of the grid which can be taken as the initial approximations for the
iterative process (4.45) is shown in Fig.4.10. It is constructed as the initial approximation
for the previous test case.

The grid obtained after 100 iterations with the control function w ≡ 1 is shown in
Fig.4.11.

The grid constructed with the following control function depending on the width of
the channel B(x1) in the direction perpendicular to the axes of the channel is shown in
Fig.4.12:

w(x1, x2) = 1 + α/B(x1). (4.53)

It is clear that there is the condensation of the grid in the places where the river-bed
narrows.

The experiments with modification of the iterative parameter τ in (4.45) in the range
1.7− 1.9 have showed that the grid is practically independent of the value of τ .
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Figure 4.10: The initial approximation, N1 = 41, N2 = 16

Figure 4.11: The grid after 100 iterations, N1 = 41, N2 = 16, w ≡ 1

Figure 4.12: The grid after 100 iterations, N1 = 41, N2 = 16, α = 1000

41



Figure 4.13: The grid after 1000 iterations, N1 = 41, N2 = 16, α = 1000

Figure 4.14: The grid after 1000 iterations, N1 = 61, N2 = 23, α = 1000

Further, experiments are carried out with the larger number of iterations. These
experiments show that the coordinate lines of the grid become smoother with the increase
in the number of nodes. The example of such a grid is shown in Fig.4.13.

Usually the finer grids are used in calculations. As an example, the grid with 1.5 times
larger number of nodes, compared with the previous grids, is shown in Fig.4.14. This grid
is constructed using the control function (4.53) also.

4.5 General conclusions

The examples of grid generation only for two domains are considered in this chapter.
The calculations of fluid and gas flows were performed for many other domains where the
equidistribution method for grid generation was used. The experience of work with this
method has shown that the method is very economic. It is suitable for grid generation
in domains with the complicated geometry and it allows to obtain the results of high
accuracy for gas and fluid flows.
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Chapter 5

Finite-difference scheme and
iterative process

5.1 Difference equation for the stream function

Let us introduce some notations. The total set of internal nodes of the grid is denoted by
Qh, γh = Q̄h\Qh is the set of boundary nodes. We shall also use the grid Q0

h consisting
of the points qj+1/2 = (q1j1 + h1/2, q

2
j2

+ h2/2) which are the mesh centers of the grid
Q̄h. Let γ01,h be the total set of nodes which are distributed on γ1 with the coordinates
(0, q2j2 + h2/2), Q̄0

h = Q0
h ∪ γ01,h.

The examples of each type of nodes are shown in Fig.5.1. The nodes of Qh are denoted
by squares, the nodes of γh – by rhombuses, the nodes of Q0

h – by circles and the nodes
of γ01,h – by crosses.

For the problem on gas flow the difference equations for the grid functions ψ, ω, H
are obtained by the integro-interpolational method by approximation of the integrated
relations which are the integrated analogues of the differential equations (3.2)–(3.4):∮

C

(
k11

∂ψ

∂q1
+ k12

∂ψ

∂q2

)
dq2 −

(
k21

∂ψ

∂q1
+ k22

∂ψ

∂q2

)
dq1 = −

∫
DC

∫
Jωdq1dq2, (5.1)

∮
C
ρJv1ωdq2 − ρJv2ωdq1 = −

∮
C

(
ρ
∂

∂q2
V 2

2
− f2

)
dq2 +

(
ρ
∂

∂q1
V 2

2
− f1

)
dq1, (5.2)

∮
C
ρJv1Hdq2 − ρJv2Hdq1 = 0, (5.3)

where DC is the rectangle with the contour C denoted by the dashed line in Fig.5.2 for ψ
and in Fig.5.3 for ω and H .

On approximating the relation (5.1) the function ψ is assumed to be defined in the
integer nodes of a grid, the coefficients kαβ, the Jacobian J and the vorticity function ω
are calculated at the mesh centers of a grid, i.e. at the points of the grid Q0

h.
The integrals along the sides of the rectangle ABCD (see Fig.5.2) are calculated using

the trapezoid formula. Then in the interior node qj1,j2 the following difference equation
is obtained:

Λψj1,j2 ≡ (Dq1F
1 + Dq2F

2) = (Jω)j1,j2. (5.4)
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Figure 5.1: The examples of each type of the nodes in the computational domain Q: the
nodes of Qh are denoted by squares, the nodes of γh – by rhombuses, the nodes of Q0

h –
by circles, the nodes of γ01,h – by crosses

Figure 5.2: The pattern of the difference equation for ψ
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Here the right-hand side is supposed to be equal to the arithmetical average of the values
of Jω at the centers of adjacent meshes:

F 1(qj1+1/2,j2+1/2) = (k11Dq1ψ + k12Dq2ψ) (qj1+1/2,j2+1/2),

F 2(qj1+1/2,j2+1/2) = (k12Dq1ψ + k22Dq2ψ) (qj1+1/2,j2+1/2).

The operators Dqα were defined earlier by the formulas (4.30)–(4.31).

It is easy to verify that the difference equation (5.4) approximates the differential
equation (3.2) with the second order of accuracy on h1 and h2 for the smooth solutions
and the smooth coefficients. The obtained nine-point difference equation can be written
as follows:

8∑
i=0

αiψi = h1h2Jω(0), (5.5)

where the coefficients αi are the following:

α1 = β1 + β4, α2 = −β1 − β2, α3 = β2 + β3, α4 = −β3 − β4,

α0 = −α5 − α6 − α7 − α8,

β1 =
h2
4h1

k11(A)− h1
4h2

k22(A), β2 =
h2
4h1

k11(B)− h1
4h2

k22(B),

β3 =
h2
4h1

k11(C)− h1
4h2

k22(C), β4 =
h2
4h1

k11(D)− h1
4h2

k22(D),

α5 =
h2
4h1

k11(A) +
h1
4h2

k22(A) +
1

2
k12(A),

α6 =
h2
4h1

k11(B) +
h1
4h2

k22(B)− 1

2
k12(B),

α7 =
h2
4h1

k11(C) +
h1
4h2

k22(C) +
1

2
k12(C),

α8 =
h2
4h1

k11(D) +
h1
4h2

k22(D)− 1

2
k12(D).

The obtained system of equations with respect to ψj is solved by the method of
successive over relaxation (the SOR-method). The values of ψj on the boundary are
defined on the basis of the given Dirichlet condition (3.9).
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Figure 5.3: The pattern of the difference equations for ω and H

5.2 Difference equations for the vorticity function

and the total energy

Now the approximation of the equations for the vorticity and the total energy is consid-
ered. It is assumed, that the grid functions ω and H are defined at the centers of the
meshes of a grid covering the computational domain Q. As it has been mentioned above,
the rectangular contour shown in Fig.5.3 is taken as the contour of integration of the
relation (5.2).

Depending on the quadrature formula we obtain different schemes for the vorticity.
Let us consider now the approximation which leads to one of the simple schemes, i.e. to
the upwind scheme. On approximating (5.2) we obtain the following equation:

Λ1ω(qj+1/2) + Λ2ω(qj+1/2) = dj+1/2, qj+1/2 ∈ Q0
h, (5.6)

where

Λ1ω(qj+1/2) =
1

h1
{ρJv1ω(E)− ρJv1ω(W )},

Λ2ω(qj+1/2) =
1

h2
{ρJv2ω(N)− ρJv2ω(S)}.

The values of ω on the mesh sides are calculated according to the signs of the contravari-
ant components of the velocity. Therefore, ω is taken either from the centre of a mesh
enveloped by the contour C or from the centre of an adjacent mesh. The difference ana-
logues of the relations (3.5) are used for calculating the values of ρJvα. For example, for
the approximation of the integral in left-hand side of (5.2) along the side BC we assume
the following:

ω(E) =

{
ω0, if v1(E) ≥ 0,
ω3, if v1(E) < 0,

ρJv1(E) =
ψ(C)− ψ(B)

h2
.

In calculating the contravariant component of the velocity v1(E) the second of these
formulas is used, therefore the sign of v1 coincides with the sign of the complex ρJv1,
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because ρ > 0 and J > 0. The right-hand side of the relation (5.2) is approximated as
follows:

dj+1/2 = h1(f1)j1+1/2,j2 −
ρj1,j2 + ρj1+1,j2

2

(V 2

2

)
j1+1,j2

−
(
V 2

2

)
j1,j2

+

+h2(f2)j1+1,j2+1/2 − ρj1+1,j2 + ρj1+1,j2+1

2

(V 2

2

)
j1+1,j2+1

−
(
V 2

2

)
j1+1,j2

−

−h1(f1)j1+1/2,j2+1 +
ρj1,j2+1 + ρj1+1,j2+1

2

(V 2

2

)
j1+1,j2+1

−
(
V 2

2

)
j1,j2+1

− (5.7)

−h2(f2)j1,j2+1/2 +
ρj1,j2 + ρj1,j2+1

2

(V 2

2

)
j1,j2+1

−
(
V 2

2

)
j1,j2

 .
The difference equation (5.6) approximates the differential equation (3.3) with the

first order for smooth solutions and smooth coefficients. The pattern of this difference
equation can consist of one, three or four nodes, i.e. it is variable. It is possible to show
that when no closed streamlines are present and no stationary points of gas exist, then it
is possible to calculate a value of ω in any node by the values at the inlet of the domain.
For this purpose, it is possible to use the non-iterative method – the generalized method
of running calculation which is described in details below.

Thus, the values of ω at the inlet of the domain are necessary for calculating the
vorticity, i.e. the values in the nodes of γ01,h are necessary. There are no such values in
the initial statement of the problem. Therefore, some algorithm is necessary for obtaining
ω at the inlet of the domain using the given boundary conditions and the values of grid
functions in the nodes adjacent to the boundary. These values are taken from the previous
iteration or from the previous time step, depending on what process of calculating (the
iterative method or the method of establishing the steady state) is used for solving the
complete set of difference equations.

The vorticity at the inlet γ1 is calculated on the basis of the formula (3.8).
The integro-interpolational method is applied to obtaining the difference expressions.

The different integration contours are taken for various types of nodes at the inlet. The
patterns of three types of nodes are shown in Figures 5.4, 5.5 and 5.6.

Thus, for the case a) we obtain the following approximation:

h1
2
v1(B) +

h2
2

(v2(B) + v2(C))− h1
2
v1(C)− h2v2(0) = (Jω) (0)

h1h2
2

; (5.8)

for the case b):

h1
2
v1(0) +

h2
2
v2(C)− h1

2
v1(C)− h2

2
v2(0) = (Jω) (0)

h1h2
4

; (5.9)

and for the case c):

h1
2
v1(B) +

h2
2
v2(B)− h1

2
v1(0)− h2

2
v2(0) = (Jω) (0)

h1h2
4

. (5.10)
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Figure 5.4: The pattern of the difference equation for calculating the vorticity at the inlet
j1 = 1, 1 < j2 < N2

Figure 5.5: The pattern of the difference equation for calculating the vorticity at the inlet
j1 = 1, j2 = 1

Figure 5.6: The pattern of the difference equation for calculating the vorticity at the inlet
j1 = 1, j2 = N2
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The covariant components of the velocity at the centers of the meshes are approximated
on the basis of the formulas which follow from the expressions (3.7) and (3.5):

vα =
gα1
ρJ

∂ψ

∂q2
− gα2
ρJ

∂ψ

∂q1
, α = 1, 2.

In the integer nodes (the boundary nodes denoted by the number ”0” in Fig.5.3) they are
approximated on the basis of the formulas:

vα = xqαu1 + yqαu2, α = 1, 2,

which connect Cartesian and covariant components of the velocity. It is necessary to use
the appropriate components of the vector �ν1 from the boundary condition (2.4) instead
of uα in these formulas. For the component v2 this formula coincides with the formula
for the normal derivative of ψ at the inlet Γ1, i.e. with the formula (2.14) (or with (3.10),
if the condition is written in coordinates qα). The Jacobian in the integer node in the
right-hand side is calculated with the help of central or one-sided differences depending
on the type of a node.

Below, analyzing the difference scheme it will be shown that the approximation (5.8)–
(5.10) retains the series of properties of the solutions of the initial system of the differential
equations.

The boundary conditions for the vorticity are investigated in the series of other articles
[25, 85, 122, 145, 146, 148]. Let us show that the boundary condition for the vorticity
(5.8) written in Cartesian coordinates is the modification of the known Thom formula
[148]. For the problem:

∂ω

∂t
+ (u · ∇)ω = ν∆ω,

∆ψ = −ω, (5.11)

u1 =
∂ψ

∂y
, u2 = −∂ψ

∂x
,

with the following boundary conditions:

ψ = 0,
∂ψ

∂n
= 0,

the Thom formula for the case a) has the following form (we use the notations of Fig.5.3):

ω(0) = − 2

h21
ψ(3). (5.12)

The condition (5.8) for the problem (5.11) in Cartesian coordinates has the form:

ω(0) =
2

h1h2

[
h1
2

∂ψ

∂y
(B) +

h2
2

(
−∂ψ
∂x

(B)− ∂ψ

∂x
(C)

)
− h1

2

∂ψ

∂y
(C) + h2

∂ψ

∂x
(0)

]
≈

≈ 2

h1h2

[
h1
2
· 1

2

(
ψ(3)− ψ(6)

h2
+
ψ(0)− ψ(2)

h2

)
−
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−h2
2
· 1

2

(
ψ(3)− ψ(0)

h1
+
ψ(6)− ψ(2)

h1

)
−

−h2
2
· 1

2

(
ψ(7)− ψ(4)

h1
+
ψ(3)− ψ(0)

h1

)
−

−h1
2
· 1

2

(
ψ(7)− ψ(3)

h2
+
ψ(4)− ψ(0)

h2

)
+ h2

∂ψ

∂x
(0)

]
.

From the boundary conditions of the problem it follows that ψ(0) = ψ(2) = ψ(4) = 0,
∂ψ
∂x

(0) = ∂ψ
∂n

(0) = 0. Therefore,

ω(0) =
2

h1h2

[
h1
4h2

(2ψ(3)− ψ(6)− ψ(7)) +
h2
4h1

(2ψ(3) + ψ(6) + ψ(7))

]
=

= − 2

h1h2
· h1

4h2
h22 ·

ψ(7)− 2ψ(3) + ψ(6)

h22
−

− 2

h1h2
· h2

4h1
· 4 · 1

2

(
ψ(6) + ψ(3)

2
+
ψ(3) + ψ(7)

2

)
=

= −1

2
· ψ(7)− 2ψ(3) + ψ(6)

h22
− 2

h21
· 1

2

(
ψ(6) + ψ(3)

2
+
ψ(3) + ψ(7)

2

)
.

Thus,

ω(0) = −1

2
D2

q2ψ(3)− 2

h21
ψ̃(3), (5.13)

where ψ̃(3) is the average value of ψ calculated using the formula in the last item.
On comparing (5.12) and (5.13) we see that the formula (5.13) is the modification of

the Thom formula (5.12).
The relations (5.2) and (5.3) differ only by their right-hand sides, therefore, the differ-

ence equations for calculating H differ from the equations for the vorticity only by their
homogeneity:

4∑
k=0

βkHk = 0, (5.14)

where

β1 =

{ −ψ(D) + ψ(A), ψ(D) > ψ(A),
0, ψ(D) ≤ ψ(A),

β2 =

{
ψ(B)− ψ(A), ψ(A) > ψ(B),

0, ψ(A) ≤ ψ(B),
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β3 =

{
ψ(C)− ψ(B), ψ(C) < ψ(B),

0, ψ(C) ≥ ψ(B),

β4 =

{
ψ(D)− ψ(C), ψ(C) > ψ(D),

0, ψ(C) ≤ ψ(D),

β0 = −(β1 + β2 + β3 + β4),

here (see Lemma 5.3)

βk ≤ 0, k = 1, 2, 3, 4; β0 ≥ 0.

5.3 Difference equation for the pressure

The pressure is defined on the basis of the approximation of the following expression which
follows from the equations (3.6):

p(qj) = p0 +
∫

γ(q0,qj)

(
f1 + ρJv2ω − ρ

∂

∂q1
u2

2

)
dq1+

+

(
f2 − ρJv1ω − ρ

∂

∂q2
u2

2

)
dq2. (5.15)

Let us assume that the grid function p is defined in the integer nodes. Therefore, we
take a polygonal line whose links are parallel to the axes Oqα and pass along the sides
of the meshes as a curve γ, connecting the point qj , where it is required to define the
pressure, with the point q0, where the pressure is given initially in (2.7).

On comparing (5.15) and (5.2) we see that the integrands in these integrated relations
are identical. Therefore, if the integrals in (5.15) are approximated using the formulas
(5.7) which are applied for obtaining the difference equation for the vorticity, then the
pressure does not depend on the path of integration γ. Thus, for calculating the pressure
the method of coordinated approximation is used. For the case of rectangular grids it
is considered in [76]. For viscous incompressible fluid flows it is known as the marching
method for calculating the pressure [115]. Firstly, the values of the pressure are defined
in the nodes at the inlet and then the values of p are obtained in the other nodes of the
grid using the following formulas:

p1,j2+1 = p1,j2 + h2
(f2)1,j2 + (f2)1,j2+1

2
−

− (ψ1,j2+1 − ψ1,j2)ω1,j2+1/2 − ρ1,j2 + ρ1,j2+1

2

(u2
2

)
1,j2+1

−
(
u2

2

)
1,j2

 ,
j2 = 1, ..., N2 − 1,
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pj1+1,j2 = pj1+1,j2 + h1
(f1)j1,j2 + (f1)j1+1,j2

2
− (5.16)

− (ψj1+1,j2 − ψj1,j2) ω̃ −
ρj1,j2 + ρj1+1,j2

2

(u2
2

)
j1+1,j2

−
(
u2

2

)
j1,j2

 ,

ω̃ =

{
ωj1+1/2,j2−1/2, if v2j1+1/2,j2

≥ 0,

ωj1+1/2,j2+1/2, if v2j1+1/2,j2
< 0,

j1 = 1, ..., N1 − 1, j2 = 1, ..., N2.

The density is calculated on the basis of (2.6) and the re-interpolation of the total
energy into the integer nodes is performed.

5.4 Some features of the difference scheme for the

stream function

Let us present some results of investigation of the difference scheme (5.4) for ψ. Some
notations from the book [119] are used further.

Let
◦
ψ be the function defined only in the interior nodes, and ψ be the function defined

in all nodes. ψ =
◦
ψ in the interior nodes and ψ = 0 on the boundary.

We denote the space of the functions
◦
ψ by H. Let us introduce the operator A : H →

H by the formula A
◦
ψ= −Λψ. This operator is self-adjoint and positively definite in the

Hilbert space H with the following scalar product:

(
◦
ψ,

◦
ϕ) =

N1−1∑
j1=2

N2−1∑
j2=2

◦
ψj1,j2

◦
ϕj1,j2 h1h2,

◦
ψ,

◦
ϕ∈ H.

Lemma 5.1. The difference operator A is self-adjoint.

We prove the positive definiteness of the operator A assuming the uniform ellipticity
of the equation (3.2) (see Appendix for the details):

2∑
α,β=1

kαβζαζβ ≥ c1(ζ
2
1 + ζ22), (5.17)

where ζ1, ζ2 are the arbitrary numbers, c1 = const > 0.

Lemma 5.2. The difference operator A is positively definite in the Hilbert space H
and the following estimation is fulfilled:

(A
◦
ϕ,

◦
ϕ) ≥ C(

◦
ϕ,

◦
ϕ),

where

C = c1
π2

(max{h1, h2})2 [h21 + h22 − 2π2h21h
2
2].
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5.5 Some features of the difference scheme for the

vorticity function

The difference equation (5.6) can be written in the following form:

4∑
k=0

βkωk = d0, (5.18)

where

β1 =

{ −h2ρJv1(W ), v1(W ) > 0,
0, v1(W ) ≤ 0,

β2 =

{ −h1ρJv2(S), v2(S) > 0,
0, v2(S) ≤ 0,

β3 =

{
h2ρJv

1(E), v1(E) < 0,
0, v1(E) ≥ 0,

(5.19)

β4 =

{
h1ρJv

2(N), v2(N) < 0,
0, v2(N) ≥ 0,

β0 = −(β1 + β2 + β3 + β4).

Lemma 5.3. The coefficients of the difference equation (5.18) satisfy the following
relations:

βk ≤ 0, k = 1, 2, 3, 4; β0 ≥ 0;
4∑

k=0

βk = 0. (5.20)

Thus, the scheme (5.6) is formally the five-point formula, though for some nodes
qj+1/2 ∈ Q0

h its pattern consists of a smaller number of nodes. For example, if v1 > 0
and v2 > 0 in some subdomain, then the coefficients β3 and β4 become equal to zero, and
the scheme is actually the three-point formula in this subdomain.

For the scheme (5.6) no boundary values of ω are required, except the values of ω at
the inlet γ1. Let us show, for example, that the values of ω on γ′0 do not enter into the
difference equations. Let us consider the node qj+1/2 near the boundary. For this node
the side AB of the integration contour (see Fig.5.3) lays on γ′0. Therefore, v2(S) = 0
because of Lemma 3.1, and, consequently, the coefficient β2 = 0 for ω(S). Similarly, it
can be shown that the boundary conditions of ω on γ′′0 and γ2 are not necessary.

Now let us assume that the mesh with the centre qj+1/2 is adjacent to γ1 (to the
pre-image of the inlet). Due to Lemma 3.1 v1(W ) > 0 and, therefore, the boundary
value ω(W ) is necessary in this case. This value is obtained on the basis of the difference
equations (5.8)–(5.10) by averaging the values ωj calculated in the integer boundary nodes.

For solving the system of equations (5.18) some iterative method can be used [121].
At the same time, it is necessary to remember that this iterative process is applied on
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each step of the global iterative process for obtaining the grid functions ψj , ωj+1/2,
Hj+1/2, pj+1/2, ρj , and it can require significant computer time. In the present thesis the
resource-sparing direct method is suggested for solving the system (5.18). This method
can be applied when some conditions are fulfilled for the velocity vector. These condi-
tions are not too burdensome and they are fulfilled for the comparatively wide range of
considered problems. The requirements imposed on the flow velocity can be formulated
in the following way: no stagnation zone exists in the domain Ω (i.e. for all x ∈ Ω the
condition |u(x)| ≥ ε must be fulfilled, where ε is some positive number) and no closed
streamlines in Ω are allowed.

Let us now formulate the difference analogues of these requirements which are sufficient
for the application of the direct method for solving the equation (5.18). These analogues
are based on the following lemma:

Lemma 5.4. Let qj+1/2 ∈ Q0
h. Then the following statements for the coefficients of

the equation (5.18) are equivalent (the notations of Fig.5.3 are used):
1. β0 = 0;
2. β1 = β2 = β3 = β4 = 0;
3. v1(W ) = v1(E) = v2(N) = v2(S) = 0;
4. ψ(A) = ψ(B) = ψ(C) = ψ(D).

Therefore, if even on one side of an elementary mesh the respective (normal) con-
travariant velocity component differs from zero, then the coefficient β0 �= 0, and at least
one of the coefficients βk �= 0 (k = 1, 2, 3, 4). Thus, the condition of the absence of
stationary points in fluid have the form of the following inequality on the difference level:

β0 > 0. (5.21)

Stating the difference analogue of the condition of the absence of closed streamlines
we need the concept of ”the area of dependence for the equation (5.18)” and the concept
of ”the pattern of this equation” [165].

Definition: The set of the nodes where the coefficients βk (k = 0, 1, ..., 4) differ from
zero is named ”the pattern Σ(P ) of the equation (5.18) in the node P = qj+1/2”

The condition (5.21) guarantees that the pattern of any node P ∈ Q0
h is not empty. If

this condition is fulfilled, then the pattern consists of at least two nodes. The maximum
number of nodes in the pattern is equal to five.

Definition: The total set of the nodes of the pattern Σ(P ) which do not coincide
with P is named ”the neighbourhood Σ′(P ) of the node P”.

As it has already been noted above, the condition (5.21) guarantees that at least
for one k the coefficient βk �= 0 (k = 1, 2, 3, 4). Therefore, when (5.21) is realized the
neighbourhood of any node P is not empty. The nodes entering into the neighbourhood
are denoted by Qk.

The neighbourhood Σ′(P ) of the node P is also named ”the neighbourhood of the first
level of the node P” and denoted by K1(P ), i.e. K1(P ) = Σ′(P ). On considering the
neighbourhoods of all nodes Qk entering in K1(P ) we obtain the neighbourhood of the
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second level of the node P :

K2(P ) = ∪
Qk∈K1(P )

Σ′(Qk).

If the neighbourhood Kn(P ) of the n-th level of the node P is already constructed, then
the following set of nodes:

Kn+1(P ) = ∪
Qk∈Kn(P )

Σ′(Qk)

is taken as ”the neighbourhood of the (n+ 1)-th level”.
It may turn out that some neighbourhood Kn(P ) will include the node Qk located at

the inlet γ1. We consider that the value ω(Qk) in this node is known, therefore for such
nodes no neighbourhoods of higher levels are constructed, i.e. it is assumed that

Σ′(Qk) = ∅, Qk ∈ γ01,h.
Passing from the neighbourhood of one level to the neighbourhood of a higher level

we can have two possibilities: either at some n0 the neighbourhood of the n0-th level is
completely located at the inlet, Kn0(P ) ⊆ γ01,h, or for all n Kn(P ) also contains other nodes

of the grid Q0
h, i.e. Kn(P ) �⊆ γ01,h. In the first case it is assumed that K(P ) =

n0∪
i=1

Ki(P ),

and in the second case it is assumed that K(P ) =
∞∪
i=1

Ki(P ).

Definition: The set of the nodes K(P ) is named ”the area of dependence for the
node P”.

Theorem 5.1. If Q ∈ K1(P ), then P �∈ K1(Q). If Q2 ∈ K(Q1), Q3 ∈ K(Q2), then
Q3 ∈ K(Q1).

Making use of this theorem the following statement can be proved.

Theorem 5.2. For the realisation of the condition

P �∈ K(P ) (5.22)

in the arbitrary node P ∈ Q0
h it is necessary and sufficient that some neighbourhood of the

node P should be completely located at the inlet (in other words, some number n0 should
exist, such that Kn0 ⊆ γ01,h ).

The solution ω of the differential equation (2.12) is constant on each streamline. If
a streamline is started at the inlet Γ1, then the value of ω on this streamline is equal to
the boundary value of the vorticity at the point where the trajectory enters the domain
Ω. If there are no closed streamlines in Ω, then the values of ω are determined uniquely
in terms of the values ω

∣∣∣
Γ1

. When there are closed streamlines in Ω the value of ω on

such streamlines can not be obtained only in terms of the boundary values. The similar
situation arises when the condition (5.22) is violated: if P ∈ K(P ), then the value ω(P )
can not be obtained only in terms of the values of ω in the nodes of γ01,h. Therefore,
the condition (5.22) can be interpreted in some sense as the difference analogue for the
absence of closed streamlines.

It is shown in [77] that if the conditions (5.21) and (5.22) are satisfied for all nodes
P ∈ Q0

h, then the solution of the equation (5.18) exists and it is unique.
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The following direct (non-iterative) method is suggested for obtaining the solution of
the equation (5.18). Let ω be already calculated in some nodes and let it be necessary
to calculate ω in the node P . If the values of ω have already been calculated in all
nodes Qk ∈ Σ′(P ), then, by (5.21), ω(P ) can be found from the equation (5.18). If there
is one or more nodes Qk in the neighbourhood Σ′(P ) where the values of ω have not
been yet calculated, then we pass from the node P to any of these nodes investigating
its neighbourhood. As a result of such passage from node to node we shall come (by
the virtue of Theorem 5.2) to the node P̄0 where the values of ω in the nodes of its
neighbourhood either have been calculated or are known from the boundary conditions.
Therefore, ω(P̄0) can be obtained from the equation (5.18). In the same way the values
of ω are calculated in all nodes of the area of dependence K(P ) and then in the node P
itself.

5.6 Iterative process

In this section the iterative process for solving the difference problem on the gas flow is
described.

First of all, the incompressible fluid flow is considered, i.e. it is assumed that ρj ≡ 1
in all formulas.

As the initial approximation for the iterative process of calculating the incompressible
fluid flow, the solution of the problem on the potential flow is chosen: ω0 ≡ 0. Thus, the
homogeneous equation (5.4) is solved.

Further, the calculation of the vortical ideal incompressible fluid flow is carried out.
Let ψn

j , ωnj+1/2 be the n-th iterative approximation. The process of obtaining the
(n + 1)-th approximation is divided into the following steps.

1. The equation (5.4) is solved by the SOR-method where the values ωn in the right-
hand side are taken from the n-th iteration. The condition of the termination of iterations
has the following form:

||ψn+1
j − ψn

j ||L1 < εψ. (5.23)

2. The values of ω̄ in the nodes of γ01,h are calculated using the formulas (5.8)–(5.10).
For obtaining the values v2(B) and v2(C) the values of the stream function from the
(n+ 1)-th iteration are used. The immediate application of the indicated formulas to the

calculation of ω
∣∣∣
γ1

leads to the divergence of the iterative process. Therefore, ω̄ with the

weight δω is taken as ωn+1
∣∣∣
γ1

:

ωn+1(q) = δωω̄(q) + (1− δω)ωn(q), q ∈ γ01,h, (5.24)

where δω > 0 is the relaxation parameter selected experimentally.
3. The equation (5.18) is solved by the above-described direct method in order to

obtain the values ωn+1(qj+1/2), qj+1/2 ∈ Q0
h. Here the values ψn+1(qj), qj ∈ Q̄h are used

for calculating the coefficients βk.
4. The following condition for the termination of iterations is checked:

||ωn+1
j+1/2 − ωnj+1/2||L1 < εω. (5.25)
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The solution of the problem on the incompressible fluid flow is the initial approximation
for the calculation of the gas flow. Let ψn

j , ωnj+1/2, H
n
j+1/2, p

n
j , ρnj be the n-th iterative

approximation.

The process of obtaining the (n+1)-th approximation includes three stages of calculat-
ing the incompressible fluid flow and the following additional stages which are stipulated
by the necessity of calculating the density, the pressure and the total energy.

5. The total energy Hn+1
j+1/2 is calculated by the generalized method of running calcu-

lation.

6. The values pn+1
j are obtained by the method of coordinated approximation.

7. The density ρn+1
j is calculated. The preliminary values of ρ̄j are obtained on the

basis of formulas (2.6), and the values interpolated on ρ̄j and ρnj are taken as the final
values:

ρn+1
j = δρρ̄j + (1− δρ)ρ

n+1
j , (5.26)

where the parameter δρ > 0 increases linearly from 0 up to 1 during the iterative process.

The iterations for the gas proceed up to the convergence of the density values.

Finally, let us show that the described iterative process using the approximations
indicated above does not deviate the constant flow from the equilibrium. If the parameters
of the constant flow are taken as the initial approximation, then the flow stays the same
during the iterations despite the application of curvilinear grids. Considering this property
we leave out the questions connected with approximate calculations: here it is supposed
that all calculations are carried out precisely.

Let the numerical solution have the following form on the n-th iteration:

un1 ≡ u0 = const, un2 ≡ 0, ρn ≡ ρ0 = const, pn ≡ p0 = const,

Hn =
κp0

ρ0(κ− 1)
+
u20
2

= H0 = const.

Therefore,

ψn
j1,j2

= u0ρ0yj1,j2, ωnj1+1/2,j2+1/2 ≡ 0.

The following statement is fulfilled.

Lemma 5.5. For ω ≡ 0 the functions x = x(q1, q2), y = y(q1, q2) satisfy the difference
equation (5.4).

Therefore, ψn+1
j1,j2 = ψn

j1,j2
= u0ρ0yj1,j2.

According to the described procedure of calculations, the values of ω are obtained.

Using the formulas (5.8)–(5.10) it is easy to obtain that ωn+1

∣∣∣∣
γ1

= 0.

As there are no closed streamlines and stagnation points (u �= 0) in the flow domain,
the values ωn+1

j1+1/2,j2+1/2 are defined using the boundary values of the vorticity at the inlet.

As the boundary values of the vorticity have zero values, therefore ωn+1
j1+1/2,j2+1/2 ≡ 0.

Similarly, we obtain that Hn+1
j1+1/2,j2+1/2 ≡ H0.
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Let us show that the pressure on the (n+1)-th iteration remains constant also: pn+1 ≡
p0. This conclusion follows from the formulas (5.16) if calculating u2 = u21 + u22 we use
the following formulas for obtaining Cartesian components of u:

uα =
∂xα

∂q1
1

ρJ

∂ψ

∂q2
− ∂xα

∂q2
1

ρJ

∂ψ

∂q1
, α = 1, 2.

Here the derivatives of the variables xα and ψ with respect to q1 and q2 are approximated
by central differences in interior nodes and by one-sided differences of the second order
in the boundary nodes. For example, we get the following expression in the interior node
j1, j2:

(uα)j1,j2 =
xαj1+1,j2

− xαj1−1,j2

2h1

1

ρJ

ψj1,j2+1 − ψj1,j2−1

2h2
−

−x
α
j1,j2+1 − xαj1,j2−1

2h1

1

ρJ

ψj1+1,j2 − ψj1−1,j2

2h2
.

The density ρn+1
j1,j2 is obtained from the difference analogue of (2.6). According to the

proved equalities we have: pn+1 ≡ p0, Hn+1 ≡ H0, u2 = u20, therefore ρn+1 ≡ ρ0.
Thus, it is shown that the constructed iterative process does not deviate the constant

flow from the equilibrium using curvilinear grids.

5.7 Global process of the solution of the problem

In conclusion of this chapter let us explain how the complete algorithm works. It includes
the algorithm of constructing the grid and the algorithm of calculating the problems on
gas and fluid flows on this grid.

In test calculations carried out for debugging the complexes of computer codes the
exact solutions of the problems are known. Therefore, the information about the exact
solution is used for selecting the control function w for constructing a grid. In these
calculations the grid is constructed before solving the problem.

In the practical problems the exact solution is not known, therefore we proceed in
the following way. At the beginning w ≡ 1 is taken as the control function and the
quasi-uniform grid adapted only to the geometry of the boundaries of two-dimensional
domain is constructed. The preliminary solution is calculated on this grid. Then using
the obtained information the grid is constructed adaptive not only to the geometry of the
domain, but also to the singularities of the solution. And, finally, the numerical solution
is obtained on this grid.
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Chapter 6

Results of the calculations of
two-dimensional steady ideal gas and
fluid flows

6.1 Results of the calculations of the fluid flow in the

channel with the stream bending by an angle of

2700

Now we shall present the results of the numerical solution of the problem on ideal fluid
flow with the known exact solution.

The flow domain is described in Section 4.3 and is shown in Fig.6.1.
The exact solution of the problem (2.15)–(2.17) is written in the following form for

the given domain Ω:

u1,exact = u1(x, y) = cosx · cos y,

u2,exact = u2(x, y) = sin x · sin y,

pexact = p(x, y) = p0 − 1

4
(cos 2x− cos 2y),

�ν1(x, y) = (0, sin x), ν2(x, y) = − cos y.

Let us show that the necessary solvability condition (2.9) is fulfilled. The function
ν(s) is written as follows:

ν(s) =


sin x, x(s) ∈ Γ1,

0, x(s) ∈ Γ0,
− cos y, x(s) ∈ Γ2.

Therefore,

S∫
0

ν(s)ds = cosx
∣∣∣− 3

16
π

− 3
8
π

+0 + sin y
∣∣∣ 78π
11
16
π

+0 = 0.
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Figure 6.1: The flow domain for the problem on the fluid flow in the channel with the
stream bending by an angle of 2700

Thus, the necessary solvability condition of the stated problem is fulfilled.
From (2.19) it follows that

ψexact = ψ(x, y) = cosx · sin y,

ωexact = ω(x, y) = 2 cosx · sin y.
The grid is constructed using the algorithm described in Chapter 4. The grid is

adapted to the solution making use of a control function w.
Table 6.1 shows the results of testing the algorithms for calculating the stream function

and the vorticity function using three different grids. In the first case the equation (5.4) is
solved with ωexact in the right-hand side. In the second case the equation (5.18) is solved
with d = 0 and with the coefficients βk calculated using ψexact.

Table 6.1: The accuracy of solution of the equations for ψ and ω.

Grid N1 ×N2 ||ψh − ψexact||L1 ||ωh − ωexact||L1

16× 6 0.206−2 0.157−1

31× 11 0.637−3 0.738−2

61× 21 0.157−3 0.356−2

It is clear that the numerical values ψh converge to the exact solution with the second
order and the numerical values ωh converge to the exact solution with the first order.
Each grid is constructed using the control function w = 1 + α|ωexact|, α = 4.

The influence of the relaxation parameter τψ in the SOR-method on the behaviour of
convergence of the iterative process for ψ using the nine-point scheme (5.5) is identical to
the influence of the parameter for the usual five-point scheme. Fig.6.2 shows the behaviour
of the norm of the difference ‖ψh−ψexact‖L1 during the iterative process for various values
of τψ.

It is clear that the convergence is slow and monotone for small values of τψ. There
exists an optimum value of τψ that leads to the fastest and monotone convergence of
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Figure 6.2: The influence of the relaxation parameter τψ on the convergence of the iterative
process for the stream function. N1 = 31, N2 = 11. τψ = 1.5(1); τψ = 1.6(2); τψ =
1.7(3); τψ = 1.75(4); τψ = 1.8(5)

61



the process. When τψ becomes closer to the value 3, the convergence of the process
looses the property of monotonicity. The grid is constructed using the control function
w = 1 + α|ωexact|, α = 4.

The next feature of the algorithm for calculating the stream function is the increasing
of the optimum value of the relaxation parameter with the refinement of the grid (see
Table 6.2).

Table 6.2: The dependence of the optimum value of the relaxation parameter τψ, opt on
the grid size.

Grid N1 ×N2 τψ, opt
16× 6 1.5
31× 11 1.6
61× 21 1.75

It is identical to the feature of the SOR-method used for solving the difference equation
appearing when applying the standard five-point cross-scheme for the approximation of
the Laplace equation. The calculations for various grids are carried out, each grid is
constructed using the control function w = 1 + α|ωexact|, α = 4. The parameter τψ is
given the values 1.5, 1.6, 1.7, 1.75, 1.8.

Table 6.3 illustrates the influence of the relaxation parameter δω on the total number
of iterations nlast in the global iterative process ψ − ω.

Table 6.3: The dependence of the total number of iterations on the parameter δω. N1 =
31, N2 = 11, εω = 0.1−4.

δω 0.5 1 5 10 13 14 14.2 14.4 14.9 15 16 17
nlast 336 185 44 22 17 16 15 15 15 15 19 22

It can be seen that the successful choice of the parameter δω can lead to the essential
decrease in the number of iterations. For excessive values of δω the process diverges. The
grid is constructed using the control function w = 1 + α|ωexact|, α = 4.

On refining the grid the optimum value of the parameter δω varies. It depends on
many factors, but if the calculations are carried out using the same control function w
and with the same accuracy of convergence εω, then δω,opt is increased with refining the
grid. Table 6.4 shows the results for three grids. The grids are constructed making use
of the control function w = 1 + α|ωexact|, α = 4. The accuracy of the convergence is
εω = 0.1−4.

Table 6.5 shows the influence of the grid on the solution accuracy. It can be seen that
it is possible to increase the accuracy of the calculations with the same number of nodes
by using the successfully constructed grid. It is achieved by the choice of the appropriate
control function w.

The calculations are carried out on the grids of the size 31×11 constructed using four
different control functions. The parameter α is given the values between 1 and 10. The
calculations have shown that the greatest accuracy of the calculated velocity components
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Table 6.4: The dependence of the optimum value of the parameter δω,opt on the grid size.

Grid N1 ×N2 δω,opt
16× 6 11.2
31× 11 14.4
61× 21 20.1

Table 6.5: The dependence of the calculation accuracy of the velocity vector components
on the choice of the control function. N1 = 31, N2 = 11, δω = 14.4, α = 4.

w 1 1 + α|uexact|2 1 + α|ωexact| 1 + αω2
exact

||u1,h − u1,exact||L1 0.676−2 0.120−1 0.545−2 0.661−2

||u2,h − u2,exact||L1 0.656−2 0.116−2 0.537−2 0.668−2

is obtained using the control function w = 1 + α|ωexact|, α = 4. Table 6.5 presents
the results for other control functions with the same value of the parameter α = 4 for
comparison.

6.2 Results of the calculations of the gas flow in the

curvilinear channel

The algorithm for the calculation of ideal gas flow is tested on the problem with the known
exact solution from the book [6]. In this book the solution is written in the implicit form,
therefore here we present all explicit formulas. The exact solution is defined by the
function F (x) which is the solution of the following ordinary differential equation:

dF

dx
= −F

2
(
1− β κ

κ−1
F κ−1

)
β κ(κ+1)

2(κ−1)
F κ−1 − 1

, (6.1)

where κ is the adiabatic exponent, β is some constant which is defined below.
The equation (6.1) is supplemented by the boundary condition:

F (x0) = F0. (6.2)

According to [6] the solutions can be either subsonic or supersonic depending on the choice
of F0.

Using the obtained values of F the streamlines are calculated by the following formula:

y = b · A−1/2,

where b is an arbitrary constant.
The exact solution is defined by the formulas:

u1,exact = yα
A

α+1
2

F
, u2,exact = −yα+1A

α+1
2 , (6.3)
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ρ =
c1
y2α

FA−α, p = c2F
κ, H = y2αAα

(
c3 +

y2

2
A

)
,

where A(x) = 2c3F
2
(
1− β κ

κ−1
F κ−1

)
, α is an arbitrary constant, cj > 0 (j = 1, 2, 3), β is

the constant calculated using cj as follows:

β =
c2
c1c3

.

In the present thesis the algorithm of obtaining the exact solution is the following.
Firstly, the function F is numerically calculated by the Runge-Kutta method of the 4-th
order on the interval [x0, x1]. Then the streamlines are calculated using the obtained
values of F . Two values b1 and b2 give two streamlines y = y(x) and y = y(x) which
bound the test domain.

The following values of parameters are taken for obtaining the function F and for
defining two streamlines:

κ = 1.4, β = 0.3, F0 = 0.86, x0 = 0, x1 = 0.8, b1 = 0.05, b2 = 0.2.

In order to obtain the exact solution the following values of parameters are taken:

α = 0, c1 = 1, c2 = 0.3, c3 = 1.

The domain of the flow for the given values of parameters is shown in Fig.6.3. The
grid is constructed and the exact solution is calculated by the formulas (6.3) on this grid.
The Mach numbers varied from 0.25 at the inlet up to 0.62 at the outlet, thus the flow is
subsonic only.

Table 6.6 shows the results of testing the algorithm for numerical solving the problem
on gas flow.

Table 6.6: The solution accuracy of the gas flow problem.

Grid N1 ×N2 ||u1,h − u1,exact||L1 ||u2,h − u2,exact||L1

8× 11 0.418−3 0.571−3

15× 21 0.100−3 0.134−3

29× 41 0.313−4 0.365−4

The numerical values of the components of the velocity converge to the exact solution
with the second order. Fig.6.3. shows the velocity vector field of the gas flow.
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Figure 6.3: The velocity vector field of the gas flow
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Chapter 7

Mathematical models of
three-dimensional steady ideal fluid
flows

7.1 Mathematical model of three-dimensional

steady ideal fluid flow in Cartesian coordinates

Let Ω be a simply connected domain in the space of Cartesian coordinates x1, x2, x3. The
mathematical statement of the problem on steady ideal fluid flow through the domain Ω
consists in obtaining the velocity vector u and the pressure p, satisfying the continuity
equation and the motion equation in Ω:

div u = 0, (7.1)

(u · ∇) · u +∇p = 0, x = (x1, x2, x3) ∈ Ω, (7.2)

and the boundary conditions on the boundary Γ = ∂Ω:

u
∣∣∣
x∈Γ1

= �ν1(x), u · n
∣∣∣∣
x∈Γ0

= 0, u · n
∣∣∣∣
x∈Γ2

= ν2(x), (7.3)

where u = (u1, u2, u3), uα(α = 1, 2, 3) are the components of the velocity vector along

the axes Oxα, ∇ =
(

∂
∂x1

, ∂
∂x2

, ∂
∂x3

)
, n is the external normal to Γ, Γ = Γ1 ∪ Γ0 ∪

Γ2, Γ1 is the inlet to Ω (�ν1 · n < 0), Γ0 is the impermeable part of the boundary, Γ2

is the outlet from Ω (ν2 > 0), Γ1 ∩ Γ2 = ∅.
Let us introduce the function ν(x):

ν(x) =


�ν1(x) · n(x), x ∈ Γ1,

0, x ∈ Γ0,
ν2(x), x ∈ Γ2.

(7.4)

Then the necessary solvability condition for the problem described above has the
following form:∫

Γ1

ν(x)dΓ1 = −
∫
Γ2

ν(x)dΓ2. (7.5)
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This condition expresses the law of the mass balance.
For the solution uniqueness the pressure must also be specified at the certain point

M0 ∈ Ω̄ in addition to the conditions (7.3):

p(M0) = p0. (7.6)

Solving the Euler equations (7.1)–(7.2) there are difficulties connected, firstly, with
the satisfaction of the continuity equation and, secondly, with the absence of reliable
and effective algorithm for calculating the pressure from the equation (7.2). In order to
overcome these difficulties we use new formulation of the problem which, firstly, does not
require solving the continuity equation, because it is fulfilled automatically, and, secondly,
where there is no pressure as an unknown function.

Using the following formula of vector analysis [170]:

(u · ∇) · u = ∇|u|
2

2
− u× rot u, (7.7)

it is possible to write the motion equation (7.2) in the Gromeka-Lamb form:

−u× rot u +∇(
|u|2
2

+ p) = 0. (7.8)

Applying the operator rot to the both parts of this equation and using the formula:

rot (∇ϕ) = 0, (7.9)

we obtain the following corollary of the system (7.1)–(7.2):

div u = 0, (7.10)

rot (u× �ω) = 0, (7.11)

rot u = �ω, (7.12)

where �ω = (ω1, ω2, ω3) is the vorticity vector. Thus, there is no pressure as an unknown
function in this system. Let us specify the algorithm for calculating p which works after
the iterative process of the solution of the equations (7.10)–(7.12).

We write the equation (7.8) as follows:

∇ p = r, (7.13)

and we assume that

p(M) = p0 +
∫

γ(M0,M)

r1dx
1 + r2dx

2 + r3dx
3, (7.14)

where

r = (r1, r2, r3) = u× rot u−∇|u|
2

2
, (7.15)

p0 is the value of the pressure at the point M0 from the condition (7.6), γ(M0,M) is an
arbitrary smooth curve connecting the points M0 and M ∈ Ω̄.
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On using the formula (7.14) a question arises: whether the pressure will depend on
the path of integration γ or not. The realisation of the following equality:∮

C

rαdx
α = 0 (7.16)

(the summation on the index α is made here, α = 1, 2, 3) for any closed curve C is
sufficient [43] for the value p(M) to be independent of the choice of a curve γ(M0,M).

Let us check the equality (7.16). Under the Stokes theorem [123] we have the following:∮
C

rαdx
α =

∫
SC

rot r · n dS, (7.17)

where SC is the surface with the edge C in three-dimensional space. If we use the relations
(7.9) and (7.11), then we obtain the following expression:

rot r = rot (u× rot u−∇|u|
2

2
) = rot (u× rot u) = 0,

therefore, the validity of the equality (7.16) is proved.
The system (7.1)–(7.2) consists of four scalar equations with respect to four dependent

variables u1, u2, u3, p, and the system (7.10)–(7.12) consists of seven scalar equations
with respect to six dependent variables. These variables are three components of the
velocity vector u: u1, u2, u3 and three components of the vorticity vector �ω: ω1, ω2, ω3.
Therefore, the system (7.10)–(7.12) is overdetermined. It is necessary for its solvability
that the equations (7.10)–(7.12) were not independent. For the considered system this
requirement is fulfilled, because by virtue of the first equation and the formula of vector
analysis:

div (rot u) = 0, (7.18)

it follows from the third equation that

div �ω = 0. (7.19)

It is the necessary solvability condition of the system of equations (7.10)–(7.12).
For the numerical solution of the problem (7.1)–(7.3) new dependent variables, i.e. the

vector potential �ψ = (ψ1, ψ2, ψ3) and the vorticity vector �ω = (ω1, ω2, ω3), are introduced:

�ω = rot u, (7.20)

u = rot �ψ. (7.21)

Therefore, we obtain the new system of equations:

∆�ψ = −�ω +∇(div �ψ), (7.22)

rot (rot �ψ × �ω) = 0. (7.23)

The boundary conditions are obtained from (7.3) using (7.5) and the definition (7.21).
We shall discuss the boundary conditions for the equations (7.22)–(7.23) later when the
statement of the concrete problem on three-dimensional fluid flow will be given.
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If the solution �ψ, �ω of this system is found, then the vector function �ω and the velocity
vector u, which is defined in terms of �ψ by the formula (7.21), are the solution of the
system (7.10)–(7.12). It can easily be shown using the formula (7.18) and the following
formula of vector analysis [170]:

rot (rot �ψ) = −∆�ψ +∇(div �ψ). (7.24)

The inverse statement is also correct. If u, �ω are the solution of the system (7.10)–

(7.12) and the vector function �ψ is introduced so that the equality (7.21) is fulfilled, then

the vector functions �ψ, �ω are the solution of the system (7.22)–(7.23). Therefore, the
systems of equations (7.10)–(7.12) and (7.22)–(7.23) are equivalent.

Thus, using �ψ − �ω formulation the continuity equation (7.1) is fulfilled automatically.

In articles, where �ψ−�ω formulation is used, the following additional condition is added
to the equations (7.22)–(7.23):

div �ψ = 0. (7.25)

For example, in [94] the solenoidal vector potential is used. It simplifies the equation
(7.22), but it also results in the algorithm complexity, because of the requirement of
realisation of the condition (7.25) in each node of a grid. The realisation of this condition
in curvilinear coordinates is problematic, therefore we do not require this condition to be
fulfilled in the present thesis and we use the equation for �ψ in the form (7.22).

Thus, the initial system of equations (7.1)–(7.2) is replaced by the equivalent system
of equations (7.22)–(7.23), (7.14) which is approximated in curvilinear coordinates by the
finite difference scheme.

7.2 Mathematical model of three-dimensional

steady ideal fluid flow in curvilinear coordinates

Let

xα = xα(q1, q2, q3), α = 1, 2, 3, (7.26)

be a one-to-one non-degenerate mapping of the unit cube Q in the space of coordinates
q1, q2, q3 onto the domain Ω. The equations (7.22)–(7.23) have the following form in new
curvilinear coordinates qα:

∂

∂qα

(
Jgαγ

∂ψβ
∂qγ

)
= −Jωβ +

∂

∂qα

(
Jgαγ

∂ψγ
∂qβ

)
+ vαε

αµγ ∂gβγ
∂qµ

, β = 1, 2, 3, (7.27)

∂

∂qα
J
(
vαωβ − vβωα

)
= 0, β = 1, 2, 3, (7.28)

where ψβ, ωβ are the covariant components of the vector functions �ψ, �ω. The summation
is made on repeating indexes α and γ from 1 to 3. gαγ are the elements of the inverse
matrix for the matrix of the components of the metric tensor of the transformation (7.26),
vα are the covariant components of the velocity, vα are the contravariant components of
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the velocity. The following formulas connect covariant and contravariant components of
the vectors:

v1 =
1

J

(
∂ψ3

∂q2
− ∂ψ2

∂q3

)
,

v2 =
1

J

(
∂ψ1

∂q3
− ∂ψ3

∂q1

)
, (7.29)

v3 =
1

J

(
∂ψ2

∂q1
− ∂ψ1

∂q2

)
,

vα = gαγv
α, ωα = gαγω

α, (7.30)

εαµγ =

{
1, αµγ is the even permutation of numbers α, µ, γ,
−1, αµγ is the odd permutation of numbers α, µ, γ.

The solvability condition (7.19) have the following form for the system of equations
(7.27)–(7.28):

∂

∂qα
(Jωα) = 0. (7.31)

The Gromeka-Lamb equations can be written in curvilinear coordinates in the form
(7.13):

∂p

∂qβ
= rβ, β = 1, 2, 3, (7.32)

where

r1 = Jv2ω3 − Jv3ω2 − ∂

∂q1
|u|2
2
,

r2 = −Jv1ω3 + Jv3ω1 − ∂

∂q2
|u|2
2
,

r3 = Jv1ω2 − Jv2ω1 − ∂

∂q3
|u|2
2
.

These equations are used for calculating the pressure by the formula similar to (7.14):

p(M) = p0 +
∫

γ(M0,M)

r1dq
1 + r2dq

2 + r3dq
3. (7.33)

Unlike (7.14), now M is the point in the computational domain Q, M0 is the pre-image
of the appropriate point from (7.6) under the mapping (7.26). γ(M0,M) is an arbitrary
curve connecting the points M and M0 in the computational domain Q.
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The realisation of the equality:∮
SC

r1dq
1 + r2dq

2 + r3dq
3 = 0 (7.34)

for an arbitrary closed curve C which is located in Q is necessary and sufficient for the
pressure calculated by the formula (7.33) to be independent of the choice of a curve γ.

According to the Stokes theorem [123], this equality is equivalent to the following
expression:∮

SC

(
−∂r1
∂q2

+
∂r2
∂q1

)
dq1dq2 +

(
−∂r2
∂q3

+
∂r3
∂q2

)
dq2dq3 +

(
−∂r1
∂q3

+
∂r3
∂q1

)
dq1dq3 = 0.

(7.35)

Each of the brackets in the intergrand is equal to zero by virtue of the equation (7.28).
Thus, the equality (7.34) is fulfilled.
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Chapter 8

Method of grid generation in
three-dimensional domains

8.1 Three-dimensional equidistribution method

Let us consider the principle and the equations of the equidistribution method for con-
structing a grid inside the three-dimensional simply connected domain Ω with the mo-
tionless boundary Γ. Let

xα = xα(q1, q2, q3), α = 1, 2, 3, (8.1)

be a one-to-one non-degenerate sufficiently smooth mapping of the unit cube Q onto the
domain Ω. Ω is named ”the physical domain” and Q – ”the computational domain” (see
Fig.8.1).

For an arbitrary mapping of this kind the identity which is similar to (4.24) and which
follows from the Laplace equation written in new coordinates qβ is fulfilled:

∂

∂qγ

(
Jgγβ

∂xα

∂qβ

)
= 0, α, β, γ = 1, 2, 3. (8.2)

Figure 8.1: The physical domain Ω and the computational domain Q
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Unlike (4.24), here we use the contravariant components gγβ of the metric tensor:

gγβ =
3∑

α=0

∂qγ

∂xα
∂qβ

∂xα
. β, γ = 1, 2, 3.

We use the tensor rule of summation on the repeating upper and lower indices γ and β.
This rule will be used everywhere further if the opposite will not be said.

For the orthogonal mapping (8.1) the following conditions are fulfilled:

g12 = 0, g13 = 0, g23 = 0. (8.3)

Therefore, the identities (8.2) have the form of the following equations without the mixed
derivatives of the functions xα:

∂

∂q1

(
g22g33
J

∂xα

∂q1

)
+

∂

∂q2

(
g11g33
J

∂xα

∂q2

)
+

∂

∂q3

(
g11g22
J

∂xα

∂q3

)
= 0, α = 1, 2, 3. (8.4)

If we require the mapping (8.1) to satisfy the equidistribution principle in differential
form:

w(x(q))J(q) = C, C = const, q = (q1, q2, q3) ∈ Q, (8.5)

where J is the Jacobian of the mapping (8.1), x = (x1, x2, x3), then the functions
xα = xα(q1, q2, q3) are the solutions of the following three-dimensional equations of the
equidistribution method in differential form (”ED3-equations”):

∂

∂q1

(
wg22g33

∂xα

∂q1

)
+

∂

∂q2

(
wg11g33

∂xα

∂q2

)
+

∂

∂q3

(
wg11g22

∂xα

∂q3

)
= 0, α = 1, 2, 3.

(8.6)

As in two-dimensional case, the following statement which is opposite to the above
formulated statement is fulfilled.

Lemma 8.1. If the mapping (8.1) given by the solutions of the equations (8.6) is
non-degenerate and orthogonal, then it is also adaptive in the sense of the realisation of
the equality (8.5).

Let us cover the unit cube Q by the rectangular uniform grid with the number of
nodes Nα in the direction of the axes Oqα. The nodes of the grid are denoted by qj =
(q1j1, q

2
j2, q

3
j3), j is the multi-index, j = (j1, j2, j3), jα = 1, ..., Nα, qαjα = (jα − 1)hα,

hα = 1/(Nα− 1), α = 1, 2, 3. The total set of the nodes qj is denoted by Q̄h, the total set
of interior nodes – by Qh and the total set of boundary nodes – by γh. Thus, Q̄h = Qh∪γh.

Together with the grid Q̄h the grids with the nodes which are moved on the distance
of a half step in one, two or in three coordinate directions are also used. These nodes
are named ”the nodes with the half-integer indices” or ”the half-integer nodes”. In the
computational domain Q the coordinates of the half-integer nodes which are the middles
of the edges are calculated by the following formulas:

qj1+1/2,j2,j3 = (q1j1+1/2, q
2
j2
, q3j3),
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qj1,j2+1/2,j3 = (q1j1, q
2
j2+1/2, q

3
j3

),

qj1,j2,j3+1/2 = (q1j1, q
2
j2
, q3j3+1/2),

where qαjα+1/2 = qαjα + hα/2.
For the nodes coinciding with the centres of the faces we assume:

qj1+1/2,j2+1/2,j3 = (q1j1+1/2, q
2
j2+1/2, q

3
j3

),

qj1,j2+1/2,j3+1/2 = (q1j1 , q
2
j2+1/2, q

3
j3+1/2),

qj1+1/2,j2,j3+1/2 = (q1j1+1/2, q
2
j2
, q3j3+1/2).

The centre of the mesh has the following coordinates:

qj+1/2 ≡ qj1+1/2,j2+1/2,j3+1/2 = (q1j1+1/2, q
2
j2+1/2, q

3
j3+1/2).

Let us introduce the following basis difference operators:

(Dq1ϕ)(q) =
ϕ(q1 + h1/2, q

2, q3)− ϕ(q1 − h1/2, q
2, q3)

h1
, (8.7)

(Dq2ϕ)(q) =
ϕ(q1, q2 + h2/2, q

3)− ϕ(q1, q2 − h2/2, q
3)

h2
, (8.8)

(Dq3ϕ)(q) =
ϕ(q1, q2, q3 + h3/2)− ϕ(q1, q2, q3 − h3/2)

h3
. (8.9)

For the calculation of the differences (8.7)–(8.9), as well as for the calculation of the
differences (4.30)–(4.31) in two-dimensional case, it is necessary to take into account the
definition area of the grid function ϕ and to use the averaging if it is necessary. For
example, for calculating the differences of the functions xα defined in the integer nodes
qj we assume

(Dq1x
α)j+1/2 =

xαj1+1,j2+1/2,j3+1/2 − xαj1,j2+1/2,j3+1/2

h1
, (8.10)

where xαj1,j2+1/2,j3+1/2 are the coordinates of the centre of the face with the number j1.
Let us explain what we name ”the centre of the face”. The mesh (see Fig.8.2) of

the curvilinear grid covering the physical domain Ω is the hexahedron with non-planar,
generally speaking, faces.

Despite the fact that the face is a nonlinear quadrangle, the segments connecting
the middles of the opposite sides of the face are located in one plane. These segments
are are named ”the centrelines of the faces”. They are intersected at some point which
we name ”the centre of the face”. For example, for the face j1 the centre is the point
xj1,j2+1/2,j3+1/2. Each coordinate of this point is equal to the arithmetical average of the
appropriate coordinates of the four vertexes of this face.

We name the segments connecting the centres of the opposite faces ”the centrelines of
the mesh”. It is easy to show that the centrelines of the convex mesh are intersected at
one point. This point we name ”the centre of the mesh” and denote by xj+1/2.
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Figure 8.2: The mesh of the curvilinear three-dimensional grid, the centrelines of the
mesh, the centrelines of the faces, the centres of the faces and the centre of the mesh

The volume of the mesh is calculated by the following formula:

Sj+1/2 = (xj1+1,j2+1/2,j3+1/2 − xj1,j2+1/2,j3+1/2)· (8.11)

·
[(
xj1+1/2,j2+1,j3+1/2 − xj1+1/2,j2,j3+1/2

) (
xj1+1/2,j2+1/2,j3+1 − xj1+1/2,j2+1/2,j3

)]
.

If we use the basis operators (8.7)–(8.9) for calculating the Jacobian J of the mapping
(8.1), then the obtained equality is similar to (4.39):

Sj+1/2 = Jj+1/2h1h2h3. (8.12)

Therefore, the requirement of the constancy of the product of the volumes of the meshes
and the control function w is the analogue of (8.5) at the difference level:

w(xj+1/2)Sj+1/2 = C̃h, jα = 1, . . . , Nα − 1, α = 1, 2, 3. (8.13)

This equality we name ”the three-dimensional equidistribution principle in difference
form”. It is obvious that by virtue of (8.12) this principle can be written in the following
form:

w(xj+1/2)Jj+1/2 =
C̃h

h1h2h3
≡ Ch = const, jα = 1, . . . , Nα − 1. (8.14)

The difference equations for the node coordinates are obtained by the integro-interpo-
lational method. For this purpose, the equations (8.6) are substituted by the integrated
relations:∮

S
wg22g33

∂xα

∂q1
dq2dq3 − wg11g33

∂xα

∂q2
dq1dq3 + wg11g22

∂xα

∂q3
dq1dq2 = 0, α = 1, 2, 3,
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Figure 8.3: The pattern of the difference equations for the calculation of the node coor-
dinates and the integration surface in the internal node qj ∈ Qh

(8.15)

where S is the surface of the parallelepiped. The faces of this parallelepiped are parallel
to the axes Oqα and divide the distances from the considered interior node qj to the nodes
adjacent to it into two equal parts. Fig.8.3 shows the 27-point pattern of the difference
equations and the integration surface (denoted by the dashed line) in the internal node
qj ∈ Qh.

The integrals over the faces of the surface S are approximated by the trapezoidal
formula assuming that the grid functions xα are defined in the integer nodes qj , the
components of the metric tensor gγβ and the control function w are defined at the centres
of the meshes qj+1/2.

Since the resulting expressions are rather awkward, the approximating formula only
for the face BCGF of the integration surface ABCDEFGH for α = 1 is presented here.
The derivative ∂x

∂q1
in the nodes B, C, G, F is calculated using the formula (8.10):

∮
(BCGF )

wg22g33
∂x

∂q1
dq2dq3 ≈ (8.16)

≈ 1

4
· h2h3 ·

[
wg22g33(B)

1

h1

(
x20 + x12 + x3 + x6

4
− x15 + x10 + x0 + x2

4

)
+

+wg22g33(C)
1

h1

(
x12 + x21 + x7 + x3

4
− x10 + x16 + x4 + x0

4

)
+
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+wg22g33(G)
1

h1

(
x3 + x7 + x25 + x13

4
− x0 + x4 + x17 + x9

4

)
+

+wg22g33(F )
1

h1

(
x6 + x3 + x13 + x24

4
− x2 + x0 + x9 + x18

4

)]
=

=
h2h3

4
[wg22g33(B)Dq1x(B) + wg22g33(C)Dq1x(C)+

+wg22g33(G)Dq1x(G) + wg22g33(F )Dq1x(F )] .

Thus, we obtain the following difference equations:

(Λ1x
α + Λ2x

α + Λ3x
α)j = 0, α = 1, 2, 3, qj ∈ Qh, (8.17)

where

(Λ1x
α)j = Dq1 (wg22g33Dq1x

α)
j
,

(Λ2x
α)j = Dq2 (wg11g33Dq2x

α)j ,

(Λ3x
α)j = Dq3 (wg11g22Dq3x

α)
j
.

The equations (8.17) are named ”the equations of the equidistribution method” or ”ED3-
equations in difference form”.

The difference equations (8.17) are nonlinear and 27-point formula. The matrix of
the coefficients of these equations is symmetric and has the diagonal predominance. In
practice the simpler difference equations are used for constructing a grid. They are ob-
tained on the basis of the quadrature formula of rectangles. Thus, instead of (8.16), the
following approximation is applied:∮

(BCGF )

wg22g33
∂x

∂q1
dq2dq3 ≈ (8.18)

≈ h2h3
1

4
[wg22g33(B) + wg22g33(C) + wg22g33(G) + wg22g33(F )]

x3 − x0
h1

.

As a result of the approximation of the integrals we obtain three difference equations for
calculating the coordinates xα. Fig.8.4 shows the pattern of these equations.

For solving the obtained equations it is possible to use the iterative process where at
each step the coefficients wgββ of the difference equations are calculated from the previous
iteration. Then for the approximation (8.18) the difference equation can be considered as
the 7-point formula:

6∑
k=0

αkϕ(k) = 0, qj ∈ Qh, (8.19)
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Figure 8.4: The pattern of the difference equations for the calculation of the node coor-
dinates xα in the internal node qj ∈ Qh

where ϕ(k) = xα(k), k = 1, 2, 3, 4, ϕ(5) = xα(9), ϕ(6) = xα(10) and the coefficients αk
are calculated as follows:

α3 =
h2h3
h1

[wg22g33(B) + wg22g33(C) + wg22g33(G) + wg22g33(F )] ,

α1 =
h2h3
h1

[wg22g33(A) + wg22g33(D) + wg22g33(H) + wg22g33(F )] ,

α4 =
h1h3
h2

[wg11g33(D) + wg11g33(C) + wg11g33(G) + wg11g33(H)] ,

α2 =
h1h3
h2

[wg11g33(A) + wg11g33(B) + wg11g33(F ) + wg11g33(E)] ,

α5 =
h1h2
h3

[wg11g22(E) + wg11g22(F ) + wg11g22(G) + wg11g22(H)] ,

α6 =
h1h2
h3

[wg11g22(A) + wg11g22(B) + wg11g22(C) + wg11g22(D)] ,

α0 = −(α1 + α2 + α3 + α4 + α5 + α6). (8.20)

On considering the matrix A of the coefficients αk of the difference equation (8.19) we
see that it is symmetric and has the diagonal predominance.

For the solution of the system (8.17) the method of stabilizing corrections is used:

ϕn+1/3 − ϕn

τ
= Λ1ϕ

n+1/3 + Λ2ϕ
n + Λ3ϕ

n, (8.21)
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ϕn+2/3 − ϕn+1/3

τ
= Λ2(ϕ

n+2/3 − ϕn), (8.22)

ϕn+1 − ϕn+2/3

τ
= Λ3(ϕ

n+1 − ϕn), (8.23)

where ϕ = xα, n is the iteration number, τ is the iterative parameter which is chosen
experimentally. Λα are the three-point difference operators, for example:

(Λ1x
α)j =

1

h1h2h3
[α3 (ϕ3 − ϕ0)− α1 (ϕ0 − ϕ1)] .

Each of the steps (8.21)–(8.23) is realized by the scalar sweep method. It is assumed
that the coordinates of the nodes on the boundary Γ = ∂Ω are already known.

The method of constructing adaptive grids on the basis of the equations (8.6) is named
”ED3-method for three-dimensional domains”.

8.2 Grid generation on space surfaces

Let us obtain the equations of the equidistribution method for constructing the grids on
the lateral surfaces bounding the physical domain Ω. We assume that the domain Ω is
the hexahedron. Each face of this hexahedron is the surface on which one of the faces of
the cube Q is mapped by means of the mapping (8.1).

If we follow the uniform methodology of grid generation inside the domain and on its
boundary, then it is necessary to construct the grid on the lateral surfaces also on the
basis of the equidistribution principle.

According to the principle, the product of the area of each mesh of two-dimensional
grid covering the curvilinear face and the value of the control function w at the centre
of this mesh must be the constant value for this face. Proceeding from this principle it
is possible to write the equations. The finite-difference analogues of these equations will
be used for calculating the coordinates of the grid nodes on the surface. The procedure
of obtaining such equations is presented below. It is based on the projection of three-
dimensional equations (8.6) on the boundary surfaces under some additional assumptions
about the behaviour of the mapping (8.1) near the boundaries.

We shall explain the algorithm making use of the example of obtaining the equations
for the part Γbot of the boundary surface Γ. Γbot is the image of the lower boundary q3 = 0
of the cube Q. It is assumed that this part of the boundary is given parametrically:

xα = fα(p1, p2), 0 ≤ pβ ≤ 1, α = 1, 2, 3, β = 1, 2. (8.24)

The following assumptions are made concerning the mapping (8.1):
- the coordinate lines of the mapping are orthogonal on Γbot;
- the curvature of coordinate lines of the third set is equal to zero at the points of their

intersection with Γbot;
- the coordinate surfaces q3 = const are ”parallel” to the surface Γbot in some neigh-

bourhood of this surface.
The second assumption was used earlier in [143] for obtaining the equations for the

surface grid from the equations [150] for the interior nodes.
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We use the following mathematical form of these assumptions:

g12 = g13 = g23 = 0, q = (q1, q2, 0), (8.25)

∂r3
∂q3

=
1

2g33

∂g33
∂q3

r3, q = (q1, q2, 0), (8.26)

g33 = const, q = (q1, q2, 0). (8.27)

The vector tangential to the coordinate line qα is denoted by rα, i.e. rα = ∂r/∂qα, where
r is the position vector of the point.

Lemma 8.2. If the conditions (8.25)–(8.27) are satisfied and the equation (8.6) is
fulfilled in Ω up to the boundary Γbot, then

wJ(q1, q2, 0) = const, 0 < qα < 1, α = 1, 2. (8.28)

The equality (8.28) means that the mapping (8.1) satisfies the equidistribution prin-
ciple in differential form on the boundary surface Γbot.

Obtaining the equations for calculating the node coordinates on the surface we consider
the values ∂(wJ)/∂qα = 0 as the solution of the following homogeneous system:

∂pα

∂q2
∂wJ

∂q1
− ∂pα

∂q1
∂wJ

∂q2
= 0, α = 1, 2. (8.29)

The determinant of this system J̃ = p1q1p
2
q2 − p1q2p

2
q1 is not equal to zero. Let g̃αβ be the

covariant components of the metric tensor of one-to-one non-degenerate mapping

pβ = pβ(q1, q2), β = 1, 2, (8.30)

with the Jacobian J̃ > 0, i.e.

g̃αβ =
∂p1

∂qα
∂p1

∂qβ
+
∂p2

∂qα
∂p2

∂qβ
, α, β = 1, 2. (8.31)

Then the following formulas are fulfilled for the mapping (8.30):

J̃ g̃β1
∂pα

∂q1
+ J̃ g̃β2

∂pα

∂q2
= (−1)α+β

∂p3−α

∂q3−β
, α, β = 1, 2, (8.32)

where

g̃11 =
g̃22

J̃2
, g̃22 =

g̃11

J̃2
, g̃12 = − g̃12

J̃2
. (8.33)

By rewriting the equations (8.29) in the divergent form:

∂

∂q1

(
wJ

∂pα

∂q2

)
− ∂

∂q2

(
wJ

∂pα

∂q1

)
= 0
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and using the identities (8.32) at the additional assumption about the orthogonality of the
system of coordinates (8.30) we obtain the following equations for the functions pα(q1, q2),
α = 1, 2 (”EDS-equations”):

∂

∂q1

(
w
√
g11g22

g̃22

J̃

∂pα

∂q1

)
+

∂

∂q2

(
w
√
g11g22

g̃11

J̃

∂pα

∂q2

)
= 0, α = 1, 2. (8.34)

The condition (8.27) is also used for obtaining these equations.
For the numerical solution of EDS-equations the covariant components ĝαβ of the

metric tensor of the surface Γbot are used instead of the components gαβ. The covariant
components ĝαβ are connected with the values gαβ by the following relations:

gαβ = ĝγε
∂pγ

∂qα
∂pε

∂qβ
, α, β, γ, ε = 1, 2, (8.35)

where

ĝαβ =
∂xγ

∂pα
∂xγ

∂pβ
δγγ , α, β = 1, 2, (8.36)

(the summation on the index γ = 1, 2, 3 is made here).
The finite-difference equations for the calculation of the node coordinates xj1,j2,1 are

obtained by the approximation of the equations (8.34) on the nine-point pattern with
the help of the integro-interpolational method. These difference equations are similar to
(4.38):

(Dq1(w̃g̃22Dq1p
α) + Dq2(w̃g̃11Dq2p

α))
j1,j2,1

= 0, α = 1, 2, (8.37)

where the grid function w̃ = w
√
g11g22/J̃ refers to the centres of the meshes. These

systems of nonlinear difference equations are solved by the longitudinal-transversal sweep
method.

If the surface Γbot is plane, for example, it is located in the plane x3 = x30, and we take
Cartesian coordinates xα (α = 1, 2) as the parameters pβ, then ĝαβ = δαβ , gαβ = g̃αβ,
J = J̃ , and the equations (8.34) change over to the equations (4.38) of ED2-method for
constructing the grids in plane domains.

The method of constructing adaptive grids on the basis of the equations (8.34) is
named ”EDS-method for surfaces”.

8.3 Grid generation on space curves

Now we will obtain the equations of the equidistribution method for calculating the node
coordinates on the space curve which is one of the edges of the curvilinear hexahedron Ω.
For the definitiness let this edge (further it is denoted by L) belong to two surfaces which
are the images under the mapping (8.1) of the faces q3 = 0 and q2 = 0 of the unit cube
Q.

We proceed from the general principle of the equidistribution method. Therefore, we
construct the grid on the considered edge so that the lengths of the segments between two
adjacent nodes of the grid are inversely proportional to the values of the control function
at the centres of these segments.
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It is desirable to use the same control function w for the best fitting of the node
position inside the domain and on the curve L. However, in this case w is responsible
for the degree of the concentration of the nodes according the different features. Inside
the domain the values of w govern the volumes of the meshes, and on L they govern the
length of one of the edges of the hexahedral mesh.

Generally, the usage of the same control function can lead to some undesirable effects.
For example, the volumes of the meshes situated near the boundary will decrease when
moving along L, and the lengths of the edges of these meshes located on L will increase.
In order to avoid any undesirable consequences it is necessary to impose the additional
restrictions on the mapping (8.1).

Let the functions xα, which define the mapping (8.1), be the solutions of ED3-equations
(8.6). Let us formulate the additional assumptions about the behaviour of the functions
xα in the neighbourhood of the curve L. Realizing these assumptions the functions xα

satisfy the equidistribution principle on L:

√
g11w = const, q = (q1, 0, 0). (8.38)

L is the line of intersection of two lateral faces of the domain Ω and the equations of
EDS-method on these faces are obtained using the conditions of the type of (8.25)–(8.27).
Therefore, the same conditions can be used for obtaining the equations for the grid on L.
Actually only the part of the conditions written for each of two faces is sufficient here.
The following restrictions on the mapping (8.1) are used:

gαβ = 0, α �= β, x ∈ L, (8.39)

∂r3
∂q3

= Γ3
33r3,

∂r2
∂q2

= Γ2
22r2, x ∈ L, (8.40)

∂gαα
∂qβ

= 0, α = 2, 3, β = 1, 2, 3, β �= α, x ∈ L, (8.41)

where Γγ
αβ are the Christoffel’s symbols.

These restrictions mean the following:
- the coordinate lines of the mapping are orthogonal on L;

- the curvature of coordinate lines of the second and third sets is equal to zero at the
points of their intersection with L;

- the coordinate surfaces q2 = const and q3 = const are ”parallel” to the curve L in
some neighbourhood of this curve.

Lemma 8.3. If the conditions (8.39)–(8.41) are satisfied and the equation (8.6) is
fulfilled in Ω up to the boundary edge L, then the equality (8.38) is fulfilled on L.

L is the intersection of two surfaces q2 = 0 and q3 = 0, therefore it is possible to
assume that their parametric equations (8.24) coincide on L and these equations have the
following form at the points of L:

xα = fα(p), 0 ≤ p ≤ 1, α = 1, 2, 3. (8.42)
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This parametric equation of the curve L is used in the equation of the equidistribution
method (”EDC3-equation”):

∂

∂q1

w
√√√√(∂f 1

∂p

)2

+

(
∂f 2

∂p

)2

+

(
∂f 3

∂p

)2
∂p

∂q1

 = 0, (8.43)

which is obtained by the differentiation of the equality (8.38) with respect to the variable
q1. For the plane curve with the natural parameterization EDC3-equation changes over
to EDC2-equation (4.50). If L is the straight segment, then ED1-equation (4.14) follows
from (8.43).

We use the three-point difference equation for the approximation of (8.43):

Dq1(w̃Dq1p)j1 = 0, j1 = 2, . . . , N1 − 1, (8.44)

where

w̃ = w(f 1(p), f 2(p), f 3(p))
√

(Dpf 1)2 + (Dpf 2)2 + (Dpf 3)2.

The grid function w̃ is defined in the half-integer nodes pj1+1/2 of the non-uniform grid
pj1 . The function p(q) is defined in the integer nodes of the uniform grid q1j1.

The nonlinear equation (8.44) is solved by the iterative method. The linear function
is taken as the initial approximation for the function p = p(q1). In order to calculate the
value of p on the (ν + 1)-th iteration the values w̃j1+1/2 from the ν-th iteration are used.
If the iterative process converges, then the following equality is fulfilled for the limiting
values of the node coordinates on L:

wj1+1/2,1,1|xj1+1,1,1 − xj1,1,1| = const, j1 = 1, . . . , N1 − 1. (8.45)

The parametric equation of the boundary is used only for constructing the grid. Realiz-
ing the calculations on the constructed curvilinear grid it is considered that the boundary,
in particular L, is defined by the nodes of the grid, i.e. it is the polygonal line with the
vertices in the nodes of the grid. For such a description of the boundary the equality
(8.45) means cp that the product of the arc length of the boundary between the adjacent
nodes and the control function w is constant, i.e. the grid satisfies the equidistribution
principle on the curvilinear edge.

The method of constructing adaptive grids on the basis of the equation (8.43) is named
”EDC3-method for space curves”.

8.4 Algorithm of grid generation in

three-dimensional domain

The main ideas of the chapter are formulated in the present section.
The grid in three-dimensional domain, i.e. in the curvilinear hexahedron, is con-

structed as follows. Firstly, the node coordinates on the edges of the hexahedron, i.e.
on the space curves, are calculated with the help of EDC3-method. These coordinates
are the boundary values for constructing the grid on the faces of the domain, i.e. on the
space surfaces. The grid on the faces is constructed with the help of EDS-method and

84



Figure 8.5: The grid after 100 iterations with the control function w = 1

Figure 8.6: The grid after 100 iterations with the control function w = 1 + 10(z + 1)

the coordinates of its nodes are the boundary values for constructing the grid inside the
domain with the help of ED3-method.

The grids in the plane domains are constructed with the help of ED2-method which is
the special case of EDS-method. The grid on the boundaries of two-dimensional domains,
i.e. on the plane curves, is constructed with the help of EDC2-method which is the special
case of EDC3-method.

The grids on the straight segments are constructed with the help of ED1-method which
is also the special case of EDC3-method.

8.5 Examples of grids

The examples of three-dimensional grids constructed with the help of the equidistribution
method are presented in the following figures.

Figures 8.5 and 8.7 show the grids which are constructed with the help of the control
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Figure 8.7: The grid after 100 iterations with the control function w = 1

Figure 8.8: The grid after 100 iterations with the control function w = 1 + 10(z + 1)
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Figure 8.9: The stages of grid generation for the face x = 0 of the domain shown in
Fig.8.6: the grid in the computational domaian

Figure 8.10: The stages of grid generation for the face x = 0 of the domain shown in
Fig.8.6: the grid in the plane of the parameters

function w = 1.
Figures 8.6 and 8.8 show the grids which are constructed with the help of the control

function w = 1 + 10(z + 1). These control function leads to the condensation of the grid
lines near the upper boundary of the domain.

The excisions are specially made in order to see the behaviour of grid lines inside the
domains.

Figures 8.9, 8.10 and 8.11 present the stages of grid generation for the face x = 0 of
the domain which is shown in Fig.8.6. The uniform grid in the computational domain
is presented in Fig.8.9. The curvilinear grid in the plane of the parameters is shown in
Fig.8.10. And Fig.8.11 presents the grid on the face x = 0 in the physical domain.
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Figure 8.11: The stages of grid generation for the face x = 0 of the domain shown in
Fig.8.6: the grid in the physical domain
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Chapter 9

Finite-difference scheme and
iterative process

9.1 Difference equations for the components of the

vector potential

The grid functions are defined in the following nodes of the staggered grid (see Fig.9.1).
The contravariant components of the velocity vα are defined in the centres of the faces
qα = const, the components of the vector potential ψ1, ψ2 and ψ3 are defined in the integer
nodes qj , j = (j1, j2, j3) is the multi-index. The components of the vorticity vector ωα

are defined at the centres of the faces q2 = const. The components of the metric tensor
gαγ, gαγ , α, γ = 1, 2, 3, and the Jacobian – in the half-integer nodes qj1+1/2,j2+1/2,j3+1/2.
It is assumed that the covariant components of the vectors are defined at the same nodes
as the contravariant components.

The difference equations for the components of �ψ are obtained with the help of the
integro-interpolational method by the approximation of the integrated relations which are
the integrated analogues of the differential equations (7.27). For example, the integrated

relation for the first component of the vector function �ψ has the following form:

∮
C
Jg1γ

∂ψ1

∂qγ
dq2dq3 − Jg2γ

∂ψ1

∂qγ
dq1dq3 + Jg3γ

∂ψ1

∂qγ
dq1dq2 =

=
∫ ∫

DC

∫ (
−Jω1 + vαε

αµγ ∂g1γ
∂qµ

)
dq1dq2dq3+ (9.1)

+
∮
C
Jg1γ

∂ψγ
∂q1

dq2dq3 − Jg2γ
∂ψγ
∂q1

dq1dq3 + Jg3γ
∂ψγ
∂q1

dq1dq2.

Obtaining the difference equations the surface of the parallelepiped DC is taken as C.
The faces of this parallelepiped are perpendicular to the coordinate axes Oqα and they
are placed at the distance hα/2 from the considered node (see Fig.9.2).

We apply the three-dimensional analogue of the trapezoid formula to calculating the
integrals in (9.1). For this analogue the integrand is substituted by the average value of
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Figure 9.1: The grid nodes where the components of the velocity vector, the components
of the vorticity vector and the components of the vector potential are defined

Figure 9.2: The surface of integration and the pattern of the difference equations for the
components of the vector potential
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the function in four vertexes of the rectangle. For example, on the left face q1 = q1j1−1/2

with the vertexes A,D,H,E this formula leads to the following approximation of the
integral:∫ ∫

q1=q1
j1−1/2

Ψdq2dq3 ∼ h2h3
4

(
Ψj1−1/2,j2−1/2,j3−1/2 + Ψj1−1/2,j2+1/2,j3−1/2+

+Ψj1−1/2,j2−1/2,j3+1/2 + Ψj1−1/2,j2+1/2,j3+1/2

)
, (9.2)

where

Ψj1−1/2,j2±1/2,j3±1/2 = (k11Dq1ψ1 + k12Dq2ψ1 + k13Dq3ψ1)j1−1/2,j2±1/2,j3±1/2 , (9.3)

kαγ = Jgαγ, (9.4)

Dqα are the basis operators of the difference derivatives (8.7)–(8.9).
Using the formulas of the type (9.2) for each face of the rectangular parallelepiped DC

we obtain the 27-point difference equation for ψ1:(
26∑
k=0

αk (ψ1)k

)
j

= Pj, (9.5)

Pj is the approximation of the right-hand side of the equation (9.1) in the node qj . The
pattern of this equation is shown in Fig.9.2.

In the iterative process the right-hand side is obtained using the values which are
calculated from the previous iteration. Therefore, the right-hand side does not contribute
to the coefficients αk which are calculated as follows:

α1 = β1
A + β1

D + β1
E + β1

H , α2 = β2
A + β2

B + β2
E + β2

F ,

α3 = β1
B + β1

C + β1
F + β1

G, α4 = β2
C + β2

D + β2
G + β2

H ,

α5 = −β3
A − β3

E , α6 = −β3
B − β3

F ,

α7 = −β3
C − β3

G, α8 = −β3
D − β3

H ,

α9 = β3
E + β3

F + β3
G + β3

H , α10 = β3
A + β3

B + β3
C + β3

D,

α11 = −β2
A − β2

D, α12 = −β2
B − β2

C , (9.6)

α13 = −β2
G − β2

F , α14 = −β2
E − β2

H ,

α15 = −β1
A − β1

B, α16 = −β1
C − β1

D,

α17 = −β1
G − β1

H , α18 = −β1
E − β1

F ,
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α19 = βA, α20 = βB, α21 = βC , α22 = βD,

α23 = βE , α24 = βF , α25 = βG, α26 = βH ,

α0 = −
26∑
k=1

αk,

where

βα =
h1h2h3

16

kαα
h2α

−
1÷3∑

m�=α,n �=α

(σk)m,n

hmhn

 , α = 1, 2, 3,

β =
h1h2h3

16

3∑
m,n=1

(σk)m,n

hmhn
,

σm,n = sign(σmσn),

σα are determined by the shifts of the indices of the node q where βα and β are calculated
with respect to the node qj1,j2,j3 which has the number ”0” in the pattern. For example, for
the node qj1+1/2,j2−1/2,j3−1/2 coinciding with the point B in Fig.9.2 we have the following:

σ1 = 1/2, σ2 = −1/2, σ3 = −1/2, σ11 = σ22 = σ33 = 1,

σ12 = σ21 = −1, σ13 = σ31 = −1, σ23 = σ32 = 1.

The equation (9.5) with respect to (ψ1)j is written in all interior nodes qj (jα =
2, . . . , Nα − 1, α = 1, 2, 3) of the cube Q. There are N0 = (N1 − 2)× (N2 − 2)× (N3 − 2)
equations, but the values of ψ1 are unknown in the interior nodes and, as it will be
shown below describing the boundary conditions, they are unknown in the nodes of the
left and right boundaries of the domain Q. Therefore, the values of ψ1 are unknown in
N0 +2× (N2−2)× (N3−2) nodes. Thus, it is necessary to write the additional difference
equations for ψ1 in the nodes of the faces q1 = 0, q1 = 1. The process of obtaining these
difference equations is given below.

The difference equations for the second and third covariant components of the vector
potential are obtained similarly. It is necessary to write the additional equations for the
second component in the nodes of the front face q2 = 0 and the back face q2 = 1, and for
the third component – in nodes of the lower face q3 = 0 and the upper face q3 = 1 of the
domain Q.

9.2 Boundary conditions for the vector potential

The numerical realisation of the boundary conditions for the vector potential is considered
for the problem on incompressible fluid flow in the curved duct of rectangular cross-section
(see Fig.9.3).

The boundary Γ of the flow domain Ω consists of the inlet Γ1 = {(x1, 0, x3) | 0 ≤ x1 ≤
L1, 0 ≤ x3 ≤ L3}; the outlet Γ2 = {(x1, 0, x3) | L′

1 ≤ x1 ≤ L′
1 + L1, 0 ≤ x3 ≤ L3} which
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Figure 9.3: The duct with the stream bending by an angle of 180◦

are located in the plane x1Ox3, and the impermeable wall Γ0 consisting of four parts:
Γtop
0 , Γbot

0 , Γleft
0 , Γright

0 .
The walls Γleft

0 and Γright
0 are the cylindrical surfaces. The forming lines of these

surfaces are parallel to the axis Ox3. The directing lines consist of the straight segments
which are parallel to the axis Ox2 for 0 ≤ x2 ≤ L2 and of the arcs of the semicircles with
the radii Rleft and Rright respectively. 2Rleft = L′

1 +L1, 2Rright = L′
1−L1. It is assumed

that the parts Γbot
0 and Γtop

0 lie in the horizontal planes x3 = 0 and x3 = L3 respectively.
Further for the sake of simplicity we shall use the following notations: x1 = x, x2 = y,

x3 = z.
We assume that the domain Ω is the image of the unit cube Q. Thus, the inlet Γ1

is the image of the face q2 = 0, the outlet Γ2 is the image of the face q2 = 1, and the
impermeable parts of the boundary Γleft

0 , Γright
0 Γbot

0 and Γtop
0 are the images of the faces

q1 = 0, q1 = 1, q3 = 0 and q3 = 1 respectively.
We assume that the fluid enters the domain Ω by the direction of the interior normal

to the inlet Γ1:

�ν1(x) = (0, ν1(x), 0), ν1 ≥ 0, x ∈ Γ1. (9.7)

Therefore, it follows from the assumption (9.7) that

v2 =
∂q2

∂y
ν1. (9.8)

Thus, using the expressions (7.29) we obtain the following relation for the covariant com-
ponents of the vector potential at the pre-image γ1 of the inlet Γ1:

∂ψ1

∂q3
− ∂ψ3

∂q1
=
∂q2

∂y
ν1. (9.9)
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For the definition of components ψ1 and ψ3 which are tangential to γ1 we use the
equality (9.9). We select the functions ψ1 and ψ3 so that this equality is satisfied. For
example, it is possible to put

ψ1(q) ≡ 0, ψ3(q) = −
∫ q1

0

∂q2

∂y
ν1(ξ, 0, q

3)dξ, q ∈ γ1. (9.10)

Let us consider the other parts of the boundary. The impermeability condition is
written as v1 = 0 at Γleft

0 , therefore the following equality must be fulfilled on it:

∂ψ3

∂q2
− ∂ψ2

∂q3
= 0. (9.11)

Thus, we assume that

ψ2(q) ≡ 0, ψ3(q) ≡ 0, q ∈ γleft0 . (9.12)

Taking into account the formula (7.29) the impermeability condition v3 = 0 at Γbot
0

has the following form :

∂ψ2

∂q1
− ∂ψ1

∂q2
= 0. (9.13)

Using it we can assume the following:

ψ1(q) ≡ 0, ψ2(q) ≡ 0, q ∈ γbot0 . (9.14)

We obtain the following relations for two other impermeable faces:

ψ2(q) =
∫ q3

0
F (ξ)dξ, q ∈ γright0 ,

ψ3(q) = q2F (q3)−
∫ 1

0

∂q2

∂y
ν1(ξ, 0, q

3)dξ, q ∈ γright0 , (9.15)

ψ1(q) ≡ 0, ψ2(q) ≡ 0, q ∈ γtop0 , (9.16)

where

F (q3) =
∫ 1

0

∂q2

∂y
ν1(ξ, 0, q

3)dξ −
∫ 1

0

∂q2

∂y
ν2(ξ, 1, q

3)dξ. (9.17)

At the outlet Γ2 the following connection between the tangential components of the vector
potential is obtained from the boundary condition (7.3) and the formula (7.29):

∂ψ1

∂q3
− ∂ψ3

∂q1
=
∂q2

∂y
ν2, q ∈ γ2. (9.18)

Therefore, it is possible to put:

ψ1(q) ≡ 0, ψ3(q) = −
∫ q1

0

∂q2

∂y
ν2(ξ, 1, q

3)dξ, q ∈ γ2. (9.19)
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It is possible to write the solvability condition (7.5) in the following form:∫ 1

0
F (q3)dq3 = 0. (9.20)

From here the continuity of the function ψ2(q) at the points q ∈ γtop0 ∩ γright0 , and the
continuity of function ψ3(q) at the points q ∈ γright0 ∩ γ2 follow.

As it is mentioned above, it is necessary to the write the additional difference equations
in the nodes of the faces. Let us consider the first component ψ1 of the vector potential.
The values of ψ1 on the faces γ1, γ2, γ

bot
0 , γtop0 are given by the formulas (9.10), (9.19),

(9.14), (9.16). And the values of ψ1 on the faces γleft0 , γright0 are unknown. Therefore, it
is necessary to write the additional difference equations for ψ1 in the nodes of these faces,
i.e. in the nodes qj1,j2,j3, where j1 = 1 or j1 = N1, j2 = 2, . . . , N2−1, j3 = 2, . . . , N3−1.

First of all, let us consider the simple case when qα = xα (α = 1, 2, 3) and the grid is
rectangular and uniform. Then the equation (7.27) has the following form for ψ1:

∂2ψ1

∂x2
+
∂2ψ1

∂y2
+
∂2ψ1

∂z2
= −Jω1 +

∂

∂x

(
∂ψ1

∂x

)
+

∂

∂y

(
∂ψ2

∂x

)
+

∂

∂z

(
∂ψ3

∂x

)
. (9.21)

This equation can be written as follows:

∆ψ1 = −Jω1 +
∂

∂x

(
div �ψ

)
. (9.22)

Usually on using �ψ - �ω formulation it is assumed that

div �ψ = 0. (9.23)

Then the boundary condition on γleft0 is obtained with the help of this additional assump-
tion. Therefore, the condition has the following form:

∂ψ1

∂x

∣∣∣
x∈γleft0

= −
(
∂ψ2

∂y
+
∂ψ3

∂z

) ∣∣∣
x∈γleft0

(9.24)

Using the given values ψ2 and ψ3 at γleft0 it is possible to find the tangential derivatives
of ψ2 and ψ3 with respect to y and z. Thus, it is possible to define the normal derivative
∂ψ1

∂x
. This approach is used, for example, in the book [11].
In the present thesis the condition (9.23) is not used. We use the approximation of the

equation (9.22) on the basis of the integrated relation (9.1). This relation has the following
form for the case of Cartesian coordinates, the equation (9.22), and the integration surface
which is shown in Fig.9.4:∮

BCGF

∂ψ1

∂x
dydz −

∮
ADHE

∂ψ1

∂x
dydz +

∮
DCGH

∂ψ1

∂y
dxdz−

−
∮

ABFE

∂ψ1

∂y
dxdz +

∮
EFGH

∂ψ1

∂z
dxdy −

∮
ABCD

∂ψ1

∂z
dxdy = (9.25)

= −
∫ ∫

DC

∫
Jω1dxdydz +

∮
BCGF

(
∂ψ1

∂x
+
∂ψ2

∂y
+
∂ψ3

∂z

)
dydz−
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Figure 9.4: The surface of integration and the pattern of the difference equations for the
first component of the vector potential on the left face

−
∮

ADHE

(
∂ψ1

∂x
+
∂ψ2

∂y
+
∂ψ3

∂z

)
dydz.

In this relation it is possible to write the integral over ADHE as follows:

∮
ADHE

(
∂ψ1

∂x
+
∂ψ2

∂y
+
∂ψ3

∂z

)
dydz =

∮
ADHE

∂ψ1

∂x
dydz +

∮
ADHE

(
∂ψ2

∂y
+
∂ψ3

∂z

)
dydz.

(9.26)

Hence it is clear that the second item in the left-hand side of the equation (9.25) and
the first item in the right part of the relation (9.26) are mutually cancelled. Thus, only
the derivatives of the known components ψ2 and ψ3 are calculated on the face ADHE.

Actually, we obtained the boundary condition (9.24) without using the assumption
(9.23). And it is possible to apply this approach in the case of curvilinear coordinates.

We wrote the equation (9.21) in the form (9.22), and now we write the equation (7.27)
as follows:

∂

∂q1

(
Jg1γ

∂ψ1

∂qγ

)
+

∂

∂q2

(
Jg2γ

∂ψ1

∂qγ

)
+

∂

∂q3

(
Jg3γ

∂ψ1

∂qγ

)
=

= −Jω1 +
∂

∂q1

(
Jg11

∂ψ1

∂q1
+ Jg12

∂ψ1

∂q2
+ Jg13

∂ψ1

∂q3

)
+ (9.27)
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+
∂

∂q1

(
Jg12

∂ψ2

∂q1
+ Jg13

∂ψ3

∂q1

)
+

∂

∂q2

(
Jg22

∂ψ2

∂q1
+ Jg23

∂ψ3

∂q1

)
+

+
∂

∂q3

(
Jg32

∂ψ2

∂q1
+ Jg33

∂ψ3

∂q1

)
+
∂ψ1

∂q1

[
∂

∂q2

(
Jg12

)
+

∂

∂q3

(
Jg13

)]
−

−∂ψ1

∂q2
∂

∂q1

(
Jg12

)
− ∂ψ1

∂q3
∂

∂q1

(
Jg13

)
+ vαε

αµγ ∂g1γ
∂qµ

.

Let us write the integrated relation for (9.27):∮
BCGF

(
Jg11

∂ψ1

∂q1
+ Jg12

∂ψ1

∂q2
+ Jg13

∂ψ1

∂q3

)
dq2dq3−

−
∮

ADHE

(
Jg11

∂ψ1

∂q1
+ Jg12

∂ψ1

∂q2
+ Jg13

∂ψ1

∂q3

)
dq2dq3+

∮
DCGH

(
Jg21

∂ψ1

∂q1
+ Jg22

∂ψ1

∂q2
+ Jg23

∂ψ1

∂q3

)
dq1dq3−

−
∮

ABFE

(
Jg21

∂ψ1

∂q1
+ Jg22

∂ψ1

∂q2
+ Jg23

∂ψ1

∂q3

)
dq1dq3+

∮
EFGH

(
Jg31

∂ψ1

∂q1
+ Jg32

∂ψ1

∂q2
+ Jg33

∂ψ1

∂q3

)
dq1dq2−

−
∮

ABCD

(
Jg31

∂ψ1

∂q1
+ Jg32

∂ψ1

∂q2
+ Jg33

∂ψ1

∂q3

)
dq1dq2 =

= −
∫ ∫

DC

∫
Jω1dq

1dq2dq3+ (9.28)

+
∮

BCGF

(
Jg11

∂ψ1

∂q1
+ Jg12

∂ψ1

∂q2
+ Jg13

∂ψ1

∂q3

)
dq2dq3−

−
∮

ADHE

(
Jg11

∂ψ1

∂q1
+ Jg12

∂ψ1

∂q2
+ Jg13

∂ψ1

∂q3

)
dq2dq3+

+
∮

BCGF

(
Jg12

∂ψ2

∂q1
+ Jg13

∂ψ3

∂q1

)
dq2dq3−
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−
∮

ADHE

(
Jg12

∂ψ2

∂q1
+ Jg13

∂ψ3

∂q1

)
dq2dq3+

+
∮

DCGH

(
Jg22

∂ψ2

∂q1
+ Jg23

∂ψ3

∂q1

)
dq1dq3−

−
∮

ABFE

(
Jg22

∂ψ2

∂q1
+ Jg23

∂ψ3

∂q1

)
dq1dq3+

+
∮

EFGH

(
Jg32

∂ψ2

∂q1
+ Jg33

∂ψ3

∂q1

)
dq1dq2−

−
∮

ABCD

(
Jg32

∂ψ2

∂q1
+ Jg33

∂ψ3

∂q1

)
dq1dq2+

+
∫ ∫

DC

∫ [
∂ψ1

∂q1

(
∂

∂q2
(Jg12) +

∂

∂q3
(Jg13)

)
−

−∂ψ1

∂q2
∂

∂q1
(Jg12)− ∂ψ1

∂q3
∂

∂q1
(Jg13) + vαε

αµγ ∂g1γ
∂qµ

]
dq1dq2dq3.

It is clear that the second item in the left-hand side is reduced with the third item in
the right-hand side. Therefore, only the known components ψ2 and ψ3 are used on the
face ADHE. On carrying out the approximation on the faces DCGH , ABFE, EFGH ,
ABCD the integrands are calculated in the interior nodes B, C, G, F . For example,∮

DCGH

Ψdq1dq3 ∼ h1h3
4

(ΨC + ΨG) , (9.29)

where

ΨC,G = (k21Dq1ψ1 + k22Dq2ψ1 + k23Dq3ψ1)C,G .

The integral over the face BCGF is approximated in the same way as for the equations
in the interior nodes.

Thus, we obtain the 18-point difference equations for the nodes q1,j2,j3, j2 = 2, . . . , N2−
1, j3 = 2, . . . , N3 − 1:(∑

k

αk (ψ1)k

)
j

= P left
j , (9.30)

where P left
j is the approximation of the right-hand side of the equation (9.28) taking into

account the reductions of some items.
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The coefficients αk have the following form:

α1 = 0, α2 = β2
B + β2

F ,

α3 = β1
B + β1

C + β1
F + β1

G, α4 = β2
C + β2

G,

α5 = 0, α6 = −β3
B − β3

F ,

α7 = −β3
C − β3

G, α8 = 0,

α9 = β3
F + β3

G, α10 = β3
B + β3

C ,

α11 = 0, α12 = −β2
B − β2

C , (9.31)

α13 = −β2
G − β2

F , α14 = 0,

α15 = β1
B, α16 = −β1

C ,

α17 = −β1
G, α18 = β1

F ,

α19 = 0, α20 = βB, α21 = βC , α22 = 0,

α23 = 0, α24 = βF , α25 = βG, α26 = 0,

α0 = −
26∑
k=1

αk,

where βα and β are described above.

If we put βα and β equal to zero at the points A, D, H , E, then the coefficients of the
equation (9.30) are obtained from the coefficients of the equation (9.5).

The similar connection takes place between the coefficients of the equation (9.5) and
the coefficients of the difference equations for the nodes of the right face q1 = 1 of the
domain Q. In this case βα = 0 and β = 0 at the points B, C, G, F .

The additional difference equations for ψ2 in the nodes of the front and back faces,
and the additional difference equations for ψ3 in the nodes of the lower and upper faces
are obtained in the same way as the difference equations for ψ1 in the nodes of the left
and right faces.

The obtained systems of difference equations for the components of the vector potential
ψα are solved by the method of successive over relaxation.
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9.3 Difference equations for the components of

the vorticity vector

Now we shall describe the algorithm of calculating the vorticity vector. We assume that
the following condition is fulfilled everywhere in the domain Ω:

v2 > 0, (9.32)

and the components v1, v3 can be alternating. From the physical point of view it means
that the primary direction of fluid flow is the direction along the axis of the channel with
possible rotation of the fluid partiles around this axis. The mathematical implication is
that the condition (9.32) leads, as it will be shown below, to the hyperbolicity of the
system of equations with respect to the components of the vorticity vector. There are
well known effective methods for solving the hyperbolic systems [48].

In Chapter 3 in solving two-dimensional problem on gas flow the equation for the vor-
ticity function (3.3) is of hyperbolic type. Therefore, the reliable and effective generalized
method of running calculation is used for its solution. In three-dimensional problem it is
hard to define the type of the equations for the components of the vorticity vector written
in the form (7.28). Therefore, we write them in a different form:

∂

∂qα

(
Jvαωβ

)
= Jωα

∂vβ

∂qα
≡ fβ, β = 1, 2, 3. (9.33)

Here the condition (7.31) is used. These equations have the following vector form:

∂

∂q2

(
Jv2�ω

)
+

∂

∂q1

(
Jv1�ω

)
+

∂

∂q3

(
Jv3�ω

)
= f . (9.34)

We have written the derivative with respect to q2 as the first term in the given equation
in order to emphasize that q2 plays the role of the time-like variable.

The continuity equation has the following form in curvilinear coordinates:

∂

∂q1

(
Jv1

)
+

∂

∂q2

(
Jv2

)
+

∂

∂q3

(
Jv3

)
= 0. (9.35)

On using it, the equation (9.34) can be written in non-divergent form:

Jv2
∂�ω

∂q2
+ Jv1

∂�ω

∂q1
+ Jv3

∂�ω

∂q3
= f . (9.36)

If the right-hand side f is considered as the known function of q1, q2, q3, then when the
condition (9.32) is fulfilled the obtained vector equation represents the system of three
scalar equations of hyperbolic type with respect to the components of the vector �ω. We
use the implicit method ”predictor-corrector” by S.K. Godunov [48] for its solution.

At the first step ”predictor” the implicit splitting scheme is used for approximation of
the equation (9.36). With the help of this scheme the auxiliary value �ω∗ is calculated on
the faces q1 = q1j1 and q3 = q3j3 . Let us present the derivation of the splitting scheme for
the face q1 = q1j1. The following equation is approximated on this face:

Jv2
∂�ω

∂q2
+ Jv1

∂�ω

∂q1
= f . (9.37)
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Taking into account the definition area of the grid vector function �ω we obtain the following
form of the scheme:

(
Jv2

)
j1,j2,j3+1/2

· �ω
∗
j1,j2+1/2,j3+1/2 − 1

2

(
�ωj1+1/2,j2,j3+1/2 + �ωj1−1/2,j2,j3+1/2

)
h∗2

+

+
(
Jv1

)
j1,j2,j3+1/2

· �ω
∗
j1+1/2,j2+1/2,j3+1/2 − �ω∗

j1−1/2,j2+1/2,j3+1/2

h1
= fj1,j2,j3+1/2, (9.38)

where h∗2 = h2
2

(1 + θ)) , θ ≥ 0. �ω∗
j1+1/2,j2+1/2,j3+1/2 is the auxiliary value defined by the

following implicit formula:

(
Jv2

)
j1+1/2,j2,j3+1/2

· �ω
∗
j1+1/2,j2+1/2,j3+1/2 − �ωj1+1/2,j2,j3+1/2

h∗2
+

+
(
Jv1

)
j1+1/2,j2,j3+1/2

· �ω
∗
j1+1,j2+1/2,j3+1/2 − �ω∗

j1,j2+1/2,j3+1/2

h1
= fj1,j2,j3+1/2. (9.39)

Substituting the values �ω∗
j1+1/2,j2+1/2,j3+1/2 and �ω∗

j1−1/2,j2+1/2,j3+1/2 which are calculated
with the help of (9.39) into the formula (9.38) we obtain the splitting scheme for the face
q1 = q1j1 :

(
Jv2

)
j1,j2,j3+1/2

·
�ω∗
j1,j2+1/2,j3+1/2 − 1

2

(
�ωj1+1/2,j2,j3+1/2 + �ωj1−1/2,j2,j3+1/2

)
h∗2

+

+
(
Jv1

)
j1,j2,j3+1/2

· �ωj1+1/2,j2,j3+1/2 − �ωj1−1/2,j2,j3+1/2

h1
−

−h
∗
2

h1

(
Jv1

)
j1,j2,j3+1/2

·
(v1

v2

)
j1+1/2,j2,j3+1/2

· �ω
∗
j1+1,j2+1/2,j3+1/2 − �ω∗

j1,j2+1/2,j3+1/2

h1
−

−
(
v1

v2

)
j1−1/2,j2,j3+1/2

· �ω
∗
j1,j2+1/2,j3+1/2 − �ω∗

j1−1,j2+1/2,j3+1/2

h1



= fj1,j2,j3+1/2, (9.40)

j1 = 2, ..., N1 − 1; j2 = 1, ..., N2 − 1; j3 = 1, ..., N3 − 1.

On the face q3 = q3j3 the value �ω∗ is calculated on the basis of similar splitting scheme
obtained by approximation of the following equation:

Jv2
∂�ω

∂q2
+ Jv3

∂�ω

∂q3
= f . (9.41)
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This scheme has the form:

(
Jv2

)
j1+1/2,j2,j3

·
�ω∗
j1+1/2,j2+1/2,j3

− 1
2

(
�ωj1+1/2,j2,j3+1/2 + �ωj1+1/2,j2,j3−1/2

)
h∗2

+

+
(
Jv3

)
j1+1/2,j2,j3

· �ωj1+1/2,j2,j3+1/2 − �ωj1+1/2,j2,j3−1/2

h3
−

−h
∗
2

h3

(
Jv3

)
j1+1/2,j2,j3

·
(v3

v2

)
j1+1/2,j2,j3+1/2

· �ω
∗
j1+1/2,j2+1/2,j3+1 − �ω∗

j1+1/2,j2+1/2,j3

h3
−

−
(
v3

v2

)
j1+1/2,j2,j3−1/2

· �ω
∗
j1+1/2,j2+1/2,j3

− �ω∗
j1+1/2,j2+1/2,j3−1

h3


= fj1+1/2,j2,j3, (9.42)

j1 = 1, ..., N1 − 1; j2 = 1, ..., N2 − 1; j3 = 2, ..., N3 − 1.

Therefore, the auxiliary value �ω∗ is calculated on the faces q1 = q1j1 and q3 = q3j3 at the
step ”predictor”. After that the value of the vorticity vector �ω is calculated at the next
level on q2 at the step ”corrector”. The following explicit approximation of the equation
(9.34) is used for this purpose:

(Jv2�ω)j1+1/2,j2+1,j3+1/2 − (Jv2�ω)j1+1/2,j2,j3+1/2

h2
+

+
(Jv1�ω∗)j1+1,j2+1/2,j3+1/2 − (Jv1�ω∗)j1,j2+1/2,j3+1/2

h1
+ (9.43)

+
(Jv3�ω∗)j1+1/2,j2+1/2,j3+1 − (Jv3�ω∗)j1+1/2,j2+1/2,j3

h3
= fj1+1/2,j2+1/2,j3+1/2,

j1 = 1, ..., N1 − 1; j2 = 1, ..., N2 − 1; j3 = 1, ..., N3 − 1.

Let us describe the order of solving the obtained difference equations (9.40), (9.42),
(9.43). The equations (9.40), (9.42) are the three-point formulas and it is possible to use
the sweep method for their solution. For the equation (9.40) the sweep is carried out in
q1-direction at fixed j3 = 1, ..., N3− 1. For the equation (9.42) the sweep is carried out in
q3-direction at fixed j1 = 1..., N1 − 1. For the realisation of the sweeps it is necessary to
supplement the equations (9.40), (9.42) by the equations for the boundary nodes on the
impermeable walls.

Let us show how the difference equations are constructed, for example, for the face
q1 = 0. We apply the splitting method to the equation for the vorticity vector in divergent
form (9.34). Thus, we approximate the following equation in the boundary node:

∂

∂q2

(
Jv2�ω

)
+

∂

∂q1

(
Jv1�ω

)
= f . (9.44)
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Taking into account the impermeability condition v1 = 0 on the face q1 = 0 we obtain
the following implicit approximation of this equation:

1

h∗2

{
1

2

[(
Jv2�ω∗)

j1+1,j2+1/2,j3+1/2
+
(
Jv2�ω∗)

j1,j2+1/2,j3+1/2

]
−

−
(
Jv2�ω

)
j1+1/2,j2,j3+1/2

}
+

1

h1

(
Jv1�ω∗)

j1+1,j2+1/2,j3+1/2
= fj1+1/2,j2,j3+1/2, (9.45)

j1 = 1; j2 = 1, ..., N2 − 1; j3 = 1, ..., N3 − 1.

Writing the similar equation at j1 = N1 we close the system of equations (9.40) and,
therefore, we can apply the sweep method.

Similarly, using the impermeability condition v3 = 0 on the faces q3 = 0, q3 = 1 we
obtain the boundary conditions for applying the sweep method in q3-direction.

The application of the sweep method is correct because the obtained difference equa-
tions have the property of diagonal predominance.

The boundary values of �ω∗ on the impermeable walls are used only at the step ”predic-
tor” for the realisation of the sweeps. It follows from the formula (9.43) that the boundary
values of �ω∗ are not required at the step ”corrector” by virtue of the impermeability con-
dition.

9.4 Boundary conditions for the vorticity vector at

the inlet

The vorticity vector is calculated by the marching method, i.e. from one level in q2-
direction to another level. Therefore, the boundary values for the components of the
vorticity vector are required at the inlet for the beginning of calculation. Thus, using
the given algorithm for solving three-dimensional problem, as for solving two-dimensional
problem, we need to calculate the vorticity vector at the inlet of the domain. There are
no boundary values for the vorticity vector in the initial statement of the problem. We
calculate them using the boundary conditions (7.3) and the obtained values of the vector
potential inside the domain. The following formulas are used for calculating �ω on γ1:

(
Jω1

)
j1+1/2,j2,j3+1/2

=
(v3)j1+1/2,j2+1/2,j3+1/2 − (v3)j1+1/2,j2,j3+1/2

h2/2
−

−(v2)j1+1/2,j2,j3+1 − (v2)j1+1/2,j2,j3

h3
,

(
Jω2

)
j1+1/2,j2,j3+1/2

=
(v1)j1+1/2,j2,j3+1 − (v1)j1+1/2,j2,j3

h3
− (9.46)

−(v3)j1+1,j2,j3+1/2 − (v3)j1,j2,j3+1/2

h1
,
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(
Jω3

)
j1+1/2,j2,j3+1/2

=
(v2)j1+1,j2,j3+1/2 − (v2)j1,j2,j3+1/2

h1
−

−(v1)j1+1/2,j2+1/2,j3+1/2 − (v1)j1+1/2,j2,j3+1/2

h2/2
.

j1 = 1, ..., N1 − 1; j2 = 1; j3 = 1, ..., N3 − 1.

These formulas include the values of the covariant components of the velocity at the
inlet and at the centres of the mesh adjacent to the inlet. The values at the centres of the
mesh (vα)j1+1/2,j2+1/2,j3+1/2, α = 1, 3, are calculated using the contravariant components
of the velocity by the formulas (7.30). The contravariant components of the velocity are
obtained with the help of the finite difference analogues of the formulas (7.29) using the
components of the vector potential:(

Jv1
)
j1,j2+1/2,j3+1/2

= (Dq2ψ3 −Dq3ψ2)j1,j2+1/2,j3+1/2
,

(
Jv2

)
j1+1/2,j2,j3+1/2

= (Dq3ψ1 −Dq1ψ3)j1+1/2,j2,j3+1/2
, (9.47)

(
Jv3

)
j1+1/2,j2+1/2,j3

= (Dq1ψ2 −Dq2ψ1)j1+1/2,j2+1/2,j3
,

where Dqα are the basis difference operators (8.7)–(8.9).

In addition, the formulas (9.46) include the covariant components of the velocity at
the inlet. They are calculated using the boundary conditions (7.3):

vα =
∂x1

∂qα
u1 +

∂x2

∂qα
u2 +

∂x3

∂qα
u3. (9.48)

In particular, for the problem on the flow in the duct described above these formulas have
the following form:

v1 = 0, v2 =
∂x2

∂qα
ν1, v3 = 0. (9.49)

It follows from the formulas (9.46) that the component ω2 of the vorticity vector does

not depend on the interior values of the vector potential �ψ. Therefore, the value of ω2

is completely defined by the given boundary conditions (7.3). This component does not
vary from the iteration to iteration. In particular, under the conditions (9.7) we obtain
ω2 ≡ 0. The component ω1 and ω3 tangential to the inlet vary during the iterative process
because they depend on the interior values of �ψ.

In the case of Cartesian coordinates, the rectangular uniform grid, and u3 = 0 (i.e. in
the case of two-dimensional flow) the conditions (9.46) change over to the analogue of the
known Thom formula [148].
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9.5 Iterative process

Let us describe the global iterative process for solving three-dimensional problem on the
ideal incompressible fluid flow. As in the two-dimensional case the process begins by the
calculation of the potential fluid flow at �ω ≡ 0. For this purpose the difference equations of
the type (9.5) for ψ1, ψ2, ψ3 are solved. The boundary values for the tangential covariant

components of �ψ are given before the beginning of the iterative process. These values do
not vary during the iterations. The normal covariant components of �ψ are calculated on
each iteration. The procedure of calculation is described in Section 9.2.

The iterations are carried out for all three components of �ψ at once. The following
condition for the termination of the iteratitions is used:

||ψn+1
α − ψn

α||L1 < εψ, α = 1, 2, 3, (9.50)

where n is the number of iteration, εψ > 0 is the given exactitude of calculations.
The obtained solution of the problem on the potential ideal incompressible fluid flow

is the initial approximation for the solution of the problem on the vortical fluid flow.
Let �ψn, �ωn be the n-th iterative approximation. The process of obtaining the (n+1)-th

approximation is divided into the following three steps.
1. The equations of the type (9.5) for ψ1, ψ2, ψ3 are solved by the SOR-method where

the values �ωn, �ψn in the right-hand side are taken from the n-th iteration.
2. The values of the components of the vorticity vector at the inlet of the domain

are calculated using the formulas (9.46). The obtained values of �ψn+1 are used for the
definition of the covariant components of the velocity at the centres of the meshes adjacent
to the boundary. The boundary conditions (7.3) are used for calculating the covariant
components of the velocity at the inlet.

Similarly to the iterative process for the two-dimensional problem considered in Section
5.6 the relaxation procedure (5.24) is used.

3. The values �ωn+1 are calculated using the marching method inside the domain and
also at the outlet γ2. The right-hand side f in the equations (9.40), 9.42), (9.43) is taken
from the n-th iteration.

The iterative process proceeds up to the realisation of the given condition of the
termination of iterations:

||ωn+1
α − ωnα||L1 < εω, α = 1, 2, 3. (9.51)

The finite difference analogue of the continuity equation (9.35) is fulfilled on each step
of this iterative process within the round-off errors:(

Dq1

(
Jv1

)
+ Dq2

(
Jv2

)
+ Dq3

(
Jv3

))
j1+1/2,j2+1/2,j3+1/2

= 0,

jα = 1, ..., Nα − 1, α = 1, 2, 3. (9.52)
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Chapter 10

Results of the calculations of
three-dimensional steady ideal fluid
flows

10.1 Results of the calculations of the flow in the

parallelepiped

In this chapter the calculation results of the series of three-dimensional problems are
presented.

The first series of calculations is carried out for the domain of a simple form, i.e. for
a parallelepiped with the faces parallel to the coordinate planes of Cartesian system of
coordinates. The rectangular uniform grids are used.

In the case of the uniform fluid inflow (the function ν1(x) from (9.7) is set equal to
a constant) the flow is potential. The iterative process is converged after one iteration
because the initial approximation already satisfies the difference equations.

In the second test the following functions ν1(x) and ν2(x) from (7.3) are taken:

ν1(x) = α + βz, ν2(x) = ν1(x), (10.1)

where α and β are some constants.
The problem with such boundary conditions has the following exact solution:

u1 = 0, u2 = α + βz, u3 = 0,

ψ1 = 0, ψ2 = 0, ψ3 = −x · ν1, (10.2)

ω1 = −β, ω2 = 0, ω3 = 0.

This solution satisfies the equations (7.1), (7.22), (7.23). In this case the flow is
vortical, therefore, some iterations are necessary.

The calculations show that the convergence speed of the iterative process is essentially
influenced by the value of the parameter δω in the relaxation procedure of calculating the
boundary values of �ω at the inlet Γ1.
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Figure 10.1: The dependence of the total number Nit of iterations in the global iterative
process on the relaxation parameter δω

Fig.10.1 shows the dependence of the total number of iterations Nit in the global
iterative process on the relaxation parameter δω at α = 0.75, β = 0.5 for the parallelepiped
of the size 1× 100

38
× 1. The number of the grid nodes is 11× 31× 11.

The convergence of the global iterative process is decelerated for very small values of
δω. There exists the limiting value of δω, for this value the iterative process unconverges.
In our case this value is equal to 0.98.

The dependence of the optimum value of δω on the degree of skewness of the velocity
profile at the inlet, i.e. on the values of the coefficients α and β, is investigated.

The calculations for two other velocity profiles are done: for the values α = 0.25,
β = 1.5, and α = 0.995, β = 0.01. It is possible to conclude that with the increase in β
the optimum value of δω decreases.

In the third problem the vortical flow in parallelepiped is calculated, but on the con-
trary to (10.1) the constant value for the normal component of the velocity vector is given
at the outlet: ν2 = 1.

For such boundary conditions the velocity vector is parallel to the plane yOz, i.e. the
flow is actually two-dimensional. Thus, it is possible to compare the calculations of the
vortical fluid flow using three-dimensional algorithm and the two-dimensional algorithm
described in Chapters 2 - 6.

Fig.10.2 shows the velocity vector field of three-dimensional flow in the cut j1 = 6 in
x-direction. The modification of the boundary condition for ν2 in comparison with (10.1)
leads only to the local modification of the flow in small neighbourhood upstream from the
outlet Γ2.

Figures 10.3 and 10.4 shows the graphs of the second Cartesian component u2 of the
velocity vector in two cuts perpendicular to the y-axis. In the same figures the dashed
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Figure 10.2: The velocity vector field of three-dimensional flow in the cut j1 = 6 in
x-direction

lines show the results obtained by calculating two-dimensional flow. It is clear that the
results of the calculations using different algorithms almost coincide.

10.2 Results of the calculations of the flow in the

duct with the stream bending by an angle of

180◦

The other series of calculations is done for the duct with square cross-section and the
stream bending by an angle of 180◦. The duct is decribed in Section 9.2. The following
parameter values are taken: L1 = 1, L3 = 1, L′

1 = 62
38
, L2 = 69

38
.

The adaptive grid is shown in Fig.10.5. As it has been shown by other authors ([54]),
secondary flows appear near the impermeable boundary. Thus, it is necessary to condense
the grid near the impermeable boundary of the duct. For this purpose in the present
calculations the control function w = 1+α0[(x−x0)2+(y−y0)2+(z−z0)2] is used, where
α0 > 0, x0, y0, z0 are the coordinates of the cross point of the axial line of the duct with
the plane which goes through the point (x, y, z) perpendicularly to this line.

At first, the calculations with the uniform expenditure at the inlet and the outlet, i.e.
for ν1 = 1, ν2 = 1, are done. This flow is actually potential and two-dimensional. The
flow picture is identical in the planes z = const. This flow picture is shown in Fig.10.6.

Figures 10.7, 10.8, 10.9, 10.10 and 10.11 show the projections of the velocity vector on
the cross-sections of the duct in the beginning of the turn (j2 = 11, j2 = 12), in the cut
near the plane of symmetry of the duct (j2 = 15), and at the end of the curvilinear part
of the duct (j2 = 19, j2 = 20). For the best visualization the vector lengths are enlarged
10 times in comparison with Fig.10.6.

In Figures 10.7, 10.8, 10.9, 10.10 and 10.11 q1 = 0 corresponds to the exterior wall,
and q1 = 1 corresponds to the interior wall of the duct. It is visible that in the beginning
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Figure 10.3: The graphs of the second Cartesian component u2 of the velocity vector in
the cut j2 = 20 in y-direction

Figure 10.4: The graphs of the second Cartesian component u2 of the velocity vector in
the cut j2 = 25 in y-direction

110



Figure 10.5: The duct with the stream bending by an angle of 180◦ and the curvilinear
grid at α0 = 10

of the bending part the projection of the velocity vector is directed to the interior wall of
the duct, and at the end of this part – to the exterior wall of the duct.

The particles of the fluid are moving parallel to the upper and lower walls of the duct.
Near the plane of symmetry the projection of the velocity vector on the cross-section is
practically equal to zero, the velocity vector is perpendicular to this cut. Therefore, the
randomness of the motion is caused only by the calculation error.

For α = 0.9, β = 0.2 the picture of flow is essentially different. Figures 10.12, 10.13,
10.14, 10.15, and 10.16 show the projections of the velocity vector on the plane of cuts a,
b, c, d, e, which are presented in Fig.10.6.

It is clear that the shift stream at the inlet leads to the appearance of the secondary
flow with the alternating component u3 of the velocity vector. In the previous test u3 is
practically equal to zero. Thus, the flow is of screw type now.

The obtained results are qualitatively coordinated with the conclusions of [18, 19]
about the motion of the fluid particles in the neighbourhood of the upper wall in the
direction of the exterior wall and in the neighbourhood of the lower wall – in the direction
of the interior wall.

Figures 10.17, 10.18, 10.19, 10.20 and 10.21 also show the projections of the velocity
vector on the cross-sections a, b, c, d, e, which are presented in Fig.10.6. Now there is
the increase in the velocity shift at the inlet, i.e. α = 0.75, β = 0.5.

Along with the increase in the velocity shift, the character of the flow does not vary
essentially. However, the intensity of the secondary flow increase considerably.
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Figure 10.6: The velocity vector field of three-dimensional flow at α = 1, β = 0 in the
cut in z-direction

Figure 10.7: The projection of velocity vector on the cross-section j2 = 11 of the duct at
α = 1, β = 0
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Figure 10.8: The projection of velocity vector on the cross-section j2 = 12 of the duct at
α = 1, β = 0

Figure 10.9: The projection of velocity vector on the cross-section j2 = 15 of the duct at
α = 1, β = 0
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Figure 10.10: The projection of velocity vector on the cross-section j2 = 19 of the duct
at α = 1, β = 0

Figure 10.11: The projection of velocity vector on the cross-section j2 = 20 of the duct
at α = 1, β = 0
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Figure 10.12: The projection of velocity vector on the cross-section j2 = 15 of the duct
at α = 0.9, β = 0.2

Figure 10.13: The projection of velocity vector on the cross-section j2 = 16 of the duct
at α = 0.9, β = 0.2
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Figure 10.14: The projection of velocity vector on the cross-section j2 = 17 of the duct
at α = 0.9, β = 0.2

Figure 10.15: The projection of velocity vector on the cross-section j2 = 18 of the duct
at α = 0.9, β = 0.2
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Figure 10.16: The projection of velocity vector on the cross-section j2 = 19 of the duct
at α = 0.9, β = 0.2

Figure 10.17: The projection of velocity vector on the cross-section j2 = 15 of the duct
at α = 0.75, β = 0.5
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Figure 10.18: The projection of velocity vector on the cross-section j2 = 16 of the duct
at α = 0.75, β = 0.5

Figure 10.19: The projection of velocity vector on the cross-section j2 = 17 of the duct
at α = 0.75, β = 0.5
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Figure 10.20: The projection of velocity vector on the cross-section j2 = 18 of the duct
at α = 0.75, β = 0.5

Figure 10.21: The projections of velocity vector on the cross-section j2 = 19 of the duct
at α = 0.75, β = 0.5
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Chapter 11

Iterative method for calculating
plane steady fluid flows in the rivers
within the framework of the shallow
water model

11.1 Mathematical model in Cartesian coordinates

Let Ω be a simply connected domain in the plane of Cartesian coordinates x1Ox2. The
mathematical statement of the problem on steady fluid flow with the surface gravitational
waves through the domain Ω consists in obtaining the velocity vector u and the elevation
η(x) of the fluid surface above the unperturbed level, satisfying the continuity equation
and the motion equation in Ω:

∇ ·Hu = 0, x = (x1, x2) ∈ Ω, (11.1)

(Hu · ∇)u + g∇H
2

2
= gH∇h− kH [e3 × u]− g

C2
uu, (11.2)

and the boundary conditions on the boundary Γ = ∂Ω:

Hu
∣∣∣
x∈Γ1

= �ν1(x), u · n
∣∣∣
x∈Γ0

= 0, Hu · n
∣∣∣
x∈Γ2

= ν2(x), (11.3)

where u = (u1, u2), uα (α = 1, 2) are the components of the velocity vector along the

axes Oxα. ∇ =
(

∂
∂x1

, ∂
∂x2

)
, n is the external normal to Γ. Γ = Γ1 ∪ Γ0 ∪ Γ2, Γ1 is the

inlet to Ω (�ν1 · n < 0), Γ0 is the impermeable part of the boundary, Γ2 is the outlet from
Ω (ν2 > 0), Γ1 ∩ Γ2 = ∅. H is the total depth, H = η + h, z = −h(x) is the function
which describes the bottom. g is the free fall acceleration, e3 = (0, 0, 1) is the basis
vector which is directed along the vertical axis Oz perpendicularly to the plane x1Ox2.
V = |u|, C is the Chezy coefficient, k is the Coriolis parameter. The density of the fluid
is assumed to be equal to 1.

The system of equations (11.1)–(11.2) have the following form in the dimensionless
variables:

∂F1

∂x1
+
∂F2

∂x2
= G, (11.4)
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where

F1 =

 Hu1
Hu21 + H2/2

Hu1u2

 , F2 =

 Hu2
Hu1u2

Hu22 + H2/2

 ,

G =

 0
Hhx1 + fCoru2H − u1V/f

2
Ch

Hhx2 − fCoru1H − u2V/f
2
Ch

 .
The transformation to the dimensionless variables is carried out using the following

formulas:

x̃α = xαh0, η̃ = ηh0, H̃ = Hh0,

h̃ = hh0, ũα = uα
√
gh0, (11.5)

where h0 is the characteristic depth. The dimensional values are denoted by the symbol
”∼”. fCor and fCh denote the dimensionless values of the Coriolis parameter and the
Chezy coefficient:

fCor = k
√
h0/g, fCh = C/

√
g.

The boundary conditions for the dimensionless variables look like (11.3). �ν1 and ν2
are equal to the ratio of the appropriate values from (11.3) to h0

√
gh0.

In addition to the boundary conditions (11.3) it is assumed that the total depth is
known at the certain point M0 ∈ Ω̄:

H(M0) = H0. (11.6)

For the numerical solution of the problem new dependent variables, i.e. the stream
function ψ and the vorticity function ω, are introduced:

Hu1 =
∂ψ

∂x2
, Hu2 = − ∂ψ

∂x1
, ω = rotu ≡ −∂u1

∂x2
+
∂u2
∂x1

. (11.7)

Then for ψ and ω we obtain the following equations:

2∑
i=1

∂

∂xi

(
1

H

∂ψ

∂xi

)
= −ω, (11.8)

∇ ·Huω = rot

(
H∇(h− V 2

2
)

)
− 1

f 2
Ch

rot (uV ). (11.9)

Here the boundary values for ψ are uniquely determined from the conditions (11.3).
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11.2 Mathematical model in curvilinear coordinates

Let

xα = xα(q1, q2), α = 1, 2, (11.10)

be a one-to-one non-degenerate mapping of the square Q in the plane of coordinates q1Oq2

onto the domain Ω. For the simplicity, let us assume that the inlet and the outlet are
the connected parts of the boundary. Γ1 is the image under the mapping (11.10) of the
left side γ1 of the square Q, Γ2 is the image under the mapping of the right side γ2. The
impermeable part Γ0 consists of two intervals Γ′

0 and Γ′′
0 which are the images of the lower

side γ′0 and the upper side γ′′0 of Q respectively.
The equations (11.8) and (11.9) have the following form in new independent variables

qα:

∂

∂q1

(
k11

∂ψ

∂q1
+ k12

∂ψ

∂q2

)
+

∂

∂q2

(
k21

∂ψ

∂q1
+ k22

∂ψ

∂q2

)
= −Jω, (11.11)

∂

∂q1
(HJv1ω) +

∂

∂q2
(HJv2ω) = −∂f1

∂q2
+
∂f2
∂q1

, (11.12)

where

k11 =
g22
HJ

, k12 = k21 = − g12
HJ

, k22 =
g11
HJ

,

gαβ are the covariant components of the metric tensor, α, β = 1, 2,

g11 = x2q1 + y2q1, g12 = xq1xq2 + yq1yq2 , g22 = x2q2 + y2q2,

x = x1, y = x2, J stands for the Jacobian of the mapping (11.10), J = xq1yq2 −xq2yq1, vα
are the contravariant velocity components connected with ψ by the following relations:

v1 =
1

HJ

∂ψ

∂q2
, v2 = − 1

HJ

∂ψ

∂q1
. (11.13)

In the equation for the vorticity:

fα = H
∂

∂qα

(
h− V 2

2

)
− 1

f 2
Ch

vαV, α = 1, 2, (11.14)

vα are the contravariant velocity components:

v1 = g11v
1 + g12v

2, v2 = g12v
1 + g22v

2.

In calculating the total depth the motion equations in the Gromeka-Lamb form written
in curvilinear coordinates are used:

−HJv2ω +
∂p

∂q1
= f1 + fCorHJv

2,

HJv1ω +
∂p

∂q2
= f2 − fCorHJv

1, (11.15)

where p = H2/2.
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Figure 11.1: The pattern of the difference equation for ψ

Figure 11.2: The pattern of the difference equations for ω and H

11.3 Difference equations

The difference equation for the grid function ψ is obtained using the integro-interpolational
method by approximating the integrated relation:∮

C

(
k11

∂ψ

∂q1
+ k12

∂ψ

∂q2

)
dq2 −

(
k21

∂ψ

∂q1
+ k22

∂ψ

∂q2

)
dq1 = −

∫
DC

∫
Jωdq1dq2, (11.16)

where DC is the rectangle with the contour C denoted by a dashed line in Fig.11.1.
The approximation of the relation (11.16) is the same as for ideal gas. The obtained

difference equation for ψ is nine-point. The functions ψ, H, J, gαβ are defined in the
integer nodes of the grid. The grid function ω is calculated at the mesh centres of the
grid which covers the computational domain Q.

The equation for the vorticity (11.12) is approximated by the scheme with central
differences:

Λω0 = (f)0, (11.17)

where

Λ = Λ1 + Λ2,

Λ1ω0 =
1

2h1

[
ψC − ψB

h2
ω3 − ψD − ψA

h2
ω1

]
,

124



Λ2ω0 =
1

2h2

[
−ψC − ψD

h1
ω4 +

ψB − ψA
h1

ω2

]
,

(f)0 = −(f1)N − (f1)S
h2

+
(f2)E − (f2)W

h1
.

The pattern is shown in Fig.11.2.
For solving the equation (11.17) the implicit method of establishing the steady state

is used:

(JE + τΛ)
ωn+1 − ωn

τ
+ Λωn = f, (11.18)

where τ is the iterative parameter, n is the number of the iteration, E is the identical
operator. After the approximate factorization [95] of the operator JE + τΛ:

JE + τΛ ≈
(√

JE +
τ√
J

Λ1

)(√
JE +

τ√
J

Λ2

)

the equation (11.18) has the following form:(√
JE +

τ√
J

Λ1

)(√
JE +

τ√
J

Λ2

)
ωn+1 − ωn

τ
= −Λωn + f. (11.19)

If we denote

ωn+1/2 = (
√
JE +

τ√
J

Λ2)
ωn+1 − ωn

τ
,

and introduce the new variable ξ = (ωn+1 − ωn)/τ , then the difference equations for the
vorticity function have the following form:

(
√
JE +

τ√
J

Λ1)ω
n+1/2 = −Λωn + f, (11.20)

(
√
JE +

τ√
J

Λ2)ξ = ωn+1/2, (11.21)

ωn+1 = ωn + τξ. (11.22)

The difference equations (11.20) and (11.21) are 3-point formulas, therefore it is pos-
sible to use the sweep method for solution. Applying this method to the equation (11.20)
we find the values of ωn+1/2. Substituting these values into (11.21) we find the values of
ξ and then ωn+1 is calculated by the formula (11.22). In this case the sweep method is
stable under some restriction on the iterative parameter τ .

The boundary conditions for the vorticity are necessary for the realisation of the
sweep method. For the horizontal sweep on the left boundary the boundary values of
the vorticity are calculated using the boundary conditions (11.3). The description of the
procedure of calculating is given below. The values of the vorticity on the right boundary
are defined with the help of the extrapolation. The boundary values for the vorticity are
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not required for realizing the vertical sweep, because the impermeability conditions are
fulfilled on Γ0, and ψ

∣∣∣
Γ0

= const.

The function p is defined on the basis of the following expression which is obtained
from the equations (11.15):

p(qj) = p0 +
∫

γ(q0,qj)

(
f1 + HJv2(ω + fCor)

)
dq1 +

(
f2 −HJv1(ω + fCor)

)
dq2,

(11.23)

where p0 = H2
0/2, q0 is the pre-image of the point M0 from (11.6). We take a polygonal

line whose links are parallel to the axes Oqα and pass along the sides of the meshes as
a curve γ, connecting the point qj , where it is required to define the pressure, with the
point q0, where the pressure is given initially.

Let us show the independence of calculating p(qj) of the integration path. We consider
an arbitrary mesh of the computational domain Q (see Fig.11.2). Let us show that the
calculation of p at the point C using different contours ABC and ADC leads to the equal
values if we apply the following approximation of the integrals from (11.23):

pABC(C) = pA + h1(f1)S − (ψB − ψA)fCor − (ψB − ψA)
ω0 + ω2

2
+ (11.24)

+h2(f2)E − (ψC − ψB)fCor − (ψC − ψB)
ω0 + ω3

2
,

pADC(C) = pA + h2(f2)W − (ψD − ψA)fCor − (ψD − ψA)
ω0 + ω1

2
+ (11.25)

+h1(f1)N − (ψC − ψD)fCor − (ψC − ψD)
ω0 + ω4

2
.

If we subtract (11.25) from (11.24), then the following relation is obtained:

pABC(C)− pADC(C) = −h1h2
[

1

2h1

(
ψC − ψB

h2
ω3 − ψD − ψA

h2
ω1

)
−

− 1

2h2

(
ψC − ψD

h1
ω4 − ψB − ψA

h1
ω2

)
+

(f1)N − (f1)S
h2

− (f2)E − (f2)W
h1

]
= (11.26)

= −h1h2 [Λ1ω0 + Λ2ω0 − (f)0] .

If the iterative process (11.20)–(11.22) has been converged, then the stationary differ-
ence equation (11.17) for the vorticity is fulfilled. Therefore, we obtain that the right-hand
side of the equality (11.26) is equal to zero. Thus, the value of p does not depend on the
integration contour, and the method of coordinated approximation is used for calculating
p. For the case of the rectangular grids this method is considered in [76]. For viscous
incompressible fluid flows it is known as the marching method for calculating the pressure
[115].

After the calculation of p the total depth is obtained from the following formula:

H =
√

2p. (11.27)
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11.4 Iterative process

The problem on steady fluid flow with the surface waves is solved in three stages.

I. The problem on the potential flow ”under the cover” is solved. It is assumed that
η(x) ≡ 0, H(x) = h(x), ω(x) ≡ 0. The difference equation for ψ is solved by the
method of successive over relaxation.

II. The problem on the vortical flow ”under the cover” is solved. The obtained solution
of the problem on the potential flow ”under the cover” is used as the initial approximation.
It is assumed that H(x) = h(x), and the iterative process is organized. On the (n+ 1)-th
step of the process the following calculations are made.

1. The system of the difference equations for ψn+1
j is solved.

2. The boundary values of the vorticity are calculated at the inlet Γ1. For this purpose,
the following expression for the vorticity in curvilinear coordinates is used:

ω =
1

J

(
−∂v1
∂q2

+
∂v2
∂q1

)
. (11.28)

The covariant components of the velocity are calculated using the condition (11.3) at the
inlet. In calculating the tangential derivative ∂v1/∂q

2 the components of the vector �ν1 and
the value of the total depth H at Γ1 are used. In calculating the derivative ∂v2/∂q

1 the
value of v2 which is defined by the values of ψn+1

j at the centre of the mesh adjacent to the
boundary is used. The difference analogue of the formula (11.28) is applied to defining the
preliminary value of ω̄. The final values of the vorticity at the inlet are obtained by the
relaxation of the values of ω̄ and the boundary values of the vorticity from the previous
iteration:

ωn+1
∣∣∣
Γ1

= δωω̄ + (1− δω)ωn
∣∣∣
Γ1

, (11.29)

where 0 < δω is the relaxation parameter [146], δω = O(h1).

3. The system of equations for the vorticity ωn+1
j+1/2 in the internal nodes is solved by

the method of stabilizing corrections.

The iterations ψ – ω are carried out as long as ωn+1 and ωn differ in the norm of the
space C by the value which is larger than the given value εω > 0.

III. The problem on the vortical flow with the free surface is solved. The solution of
the problem on the vortical flow ”under the cover” is taken as the initial approximation.
In the iterative process, in addition to the calculation of ψn+1

j , ωn+1 |Γ1
and ωn+1

j+ 1
2

, the

total depth Hn+1
j is obtained. The preliminary values of H̄j are obtained on the basis of

formulas (11.27), and the values interpolated on H̄ and Hn are taken as the final values:

Hn+1
j = δHH̄j + (1− δH)Hn

j , (11.30)

where the parameter δH > 0 increases linearly from 0 up to 1 for the given number of
steps. Thus, ”the cover” is removed gradually. This procedure helps to be saved of the
calculation instability which sometimes has a place at an instant release of the fluid from
”the cover”.

The iterations are carried out as long as Hn+1 and Hn differ by the value which is
larger than the given value εH > 0.
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11.5 Description of the reservoir geometry

In the example of modelling of fluid flow with the surface waves on the specified segment
of the river-bed which is described below the side boundaries are assumed to be vertical
walls. The geometry Sb of the boundaries and the bottom surface is specified by the set
of basic cross-sections and basic points.

Let Ω be the projection of Sb on the plane z = 0. Then the basic cross-section is the
segment AjBj of the straight line crossing the axis of the reservoir and two opposite parts
Γ

′
0 and Γ

′′
0 of the boundary Γ of the domain Ω. Here j is the number of the cross-section,

j = 1, . . . , N , N is the total number of cross-sections. An arbitrary straight or curvy line
which lies in the direction of the extension of the reservoir approximately ”in the middle
of” the domain Ω can be taken as the axis of the reservoir.

Let us assume that Ω is the plane curvilinear quadrangle with the sides Γ1, Γ2, Γ
′
0, Γ

′′
0 .

Γ1 and Γ2 are the rectilinear segments which coincide with the first A1B1 and last ANBN

cross-sections respectively. The geometry of two other sides Γ
′
0 and Γ

′′
0 is defined by the

location of the points Aj and Bj respectively.
Every cross-section AjBj is connected with the following parameters:
– x0j , y

0
j are the coordinates of the point r0j of the intersection of the basic cross-section

with the reservoir axis;
– αj is the angle between the vector

−−−→
AjBj and Ox-axis;

– lj,k is the distance between the k-th basic point of the j-th cross-section and the
point r0j . For the basic points which are placed on the segment AjBj between r0j and Bj

it is assumed that lj,k > 0. For the basic points which are placed on the segment AjBj

between Aj and r0j it is assumed that lj,k < 0. k = 1, . . . , NAjBj
, NAjBj

is the number of
basic points in the cross-section AjBj;

– dj,k is the vertical marker of the bottom level in the k-th basic point. This mark is
counted off the sea level.

Let us describe the restrictions for these data. The depthes in basic points hj,k =
d0 − dj,k should differ from zero, hj,k > 0. Here d0 is the vertical marker of the level of
non-perturbed surface of the fluid (it is the plane z = 0). The angle αj is counted off the
positive direction of Ox-axis, thus −1800 < αj ≤ 1800. The points Aj and Bj necessarily
enter into the total number of basic points. Aj and Bj have the numbers k = 1 and
k = NAjBj

respectively. The other basic points are numbered by their disposition from
Aj to Bj . If the depth is constant at some cross-section AjBj , then entering the data for
this cross-section it is enough to take NAjBj

= 2 and to set the distances lj,1 < 0 and
lj,2 > 0 of the points Aj and Bj from r0j .

We use the piecewise parametrization for the surface Sb. For the part, which is pro-
jected on AjBjBj+1Aj+1, its own parametrization by the parameters p, q, 0 ≤ p, q ≤ 1,
is used which is independent of the other quadrangles.

We use the bilinear interpolation for the coordinates x1 = x, x2 = y of an arbitrary
point from AjBjBj+1Aj+1:

xα(p, q) = (1− q − p + pq)xαAj
+ q(1− p)xαBj

+ p(1− q)xαAj+1
+ pqxαBj+1

. (11.31)

The coordinates xαAj
, xαBj

of the points Aj Bj are calculated with the help of the formulas
for the coordinates of basic points:

xj,k = lj,k cosαj + x0j , yj,k = lj,k sinαj + y0j , k = 1, . . . , NAjBj
. (11.32)
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Figure 11.3: The geometry of the reservoir, the basic cross-sections, and the basic point

The following interpolation is used for the third coordinate:

z(p, q) = (1− p)zj(q) + pzj+1(q), (11.33)

where zj(q) is the piecewise linear function given on the intervals qj,k ≤ q ≤ qj,k+1 by the
following formula:

zj(q) = −hj,k +
q − qj,k

qj,k+1 − qj,k
(−hj,k+1 + hj,k), k = 1, . . . , NAjBj

− 1. (11.34)

qj,k are the values of the parameter q which correspond to the basic points:

qj,k =
lj,k − lj,1

lj,NAjBj
− lj,1

. (11.35)

Thus, the part of the surface Sb which is projected on the quadrangle AjBjBj+1Aj+1

of the plane z = 0 is one-to-one mapped on the quadrate Q̄ = [0; 1] × [0; 1]. For the
arbitrary parameters (p, q) ∈ Q̄ the coordinates of the appropriate point r(p, q) ∈ Sb are
calculated by the formulas (11.31), (11.33).

Fig.11.3 shows the geometry of the part of the river-bed, the basic cross-sections and
the basic points (denoted by the markers). The example is taken from [15]. The charac-
teristic depth h0 is taken equal to three meters for the transformation to the dimensionless
variables.

11.6 Construction of the curvilinear grid

The curvilinear grid is constructed before the iterative process, and it does not vary
during the iterations. The node coordinates are calculated on the basis of two-dimensional
analogue of the equidistribution method which is described in Chapter 4. For placing the
nodes on the boundary of the domain one-dimensional equidistribution method with the
same control function is used. The constructed grid is shown in Fig.4.11.
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11.7 Calculation of the depth at the grid nodes

After the grid is constructed it is necessary to calculate the depth in all nodes. Let
P (x∗, y∗) be one of the grid nodes. As Ω is the union of the convex quadrangles, then,
first of all, it is necessary to define which quadrangle contains P . The partition of the
quadrangle AjBjBj+1Aj+1 into two triangles is made for this purpose. The conditions
for the point P to belong to each of these triangles are checked. For example, if three
inequalities are fulfilled simultaneously:

LAjBj
(P ) · LAjBj

(Aj+1) ≥ 0,

LBjAj+1
(P ) · LBjAj+1

(Aj) ≥ 0, (11.36)

LAj+1Aj
(P ) · LAj+1Aj

(Bj) ≥ 0,

where L denotes the following expression:

LAjBj
(P ) = −(y∗ − yAj

)(xBj
− xAj

) + (x∗ − xAj
)(yBj

− yAj
),

then the point P lies in the triangle AjBjAj+1.

Let, for example, P ∈ AjBjBj+1Aj+1. Then the unique pair of the parameters (p∗, q∗)
corresponds to the point P . The values of these parameters are necessary for calculating z-
coordinate z∗ of the point P under the formula (11.33) and, therefore, they are necessary
for calculating the depth. It is possible to define these parameters from the relations
(11.31) where we should use the known values of xα∗ in the left-hand side. Excluding the
parameter p from (11.31) we obtain the quadratic equation for defining q∗:

aq2 + bq + c = 0, (11.37)

where

a = [
−−−→
AjBj ×−−−−−−→Aj+1Bj+1], b = [

−−−−→
Aj+1P ×−−−→AjBj]− [

−−→
AjP ×−−−−−−→Aj+1Bj+1],

c = [
−−→
AjP ×−−−−→Aj+1P ].

It is easy to show that if P ∈ AjBjBj+1Aj+1, then the equation (11.37) has the unique
radical q∗ which satisfies the condition 0 ≤ q∗ ≤ 1.

Let Mj ∈ AjBj , Mj+1 ∈ Aj+1Bj+1 be the points which correspond to the parameters
q = q∗, p = 0, and q = q∗, p = 1 under the mapping (11.31). Then the parameter p∗
which is defined by the following formula corresponds to the point P :

p∗ = |−−→PMj| / |−−−−−→Mj+1Mj |.

Further on the basis of the obtained values of p∗, q∗, and with the help of the formula
(11.33) the depth is calculated in the node P .

Fig.11.4 shows the isolines of the depth of the reservoir which is taken as the example.
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Figure 11.4: The isolines of the depth

11.8 Results of the calculations

Figures show some results of the calculations for the reservoir with the irregular bottom
at the same values of the parameters as in the article [15]:

k = 1.19 · 10−4, C = 45 m1/2sec−1, uin = 0.5 m sec−1, (11.38)

where uin is the velocity of the fluid inflow through the inlet Γ1. The vector of the mass
inflow �ν1 and the expenditure ν2 from (11.3) are given as follows:

�ν1(x)
∣∣∣
x∈Γ1

= (h(x)uin; 0) , ν2(x)
∣∣∣
x∈Γ2

= h(x)uout,

where the constant uout is defined from the equality of the fluid inflow through Γ1 and its
expenditure through Γ2:∫

Γ1

(�ν1 · n)dΓ +
∫
Γ2

ν2dΓ = 0.

The point of the intersection of the inlet Γ1 and the wall Γ
′
0 is taken as the point M0

where the total depth is given by the formula (11.6). At this point it is assumed that
H0 = h(M0). The depth of bottom near the side walls Γ

′
0 and Γ

′′
0 is equal to 0.5 m. The

depth is about 3 m in the average part of the reservoir.
From Fig.11.6 it is clear that the fluid velocity is high in the places where the stream

narrows, in particular, near the inlet and outlet. In other parts of the reservoir the stream
is decelerated, and the stagnation zones appear near the left bank.

Opposite to [15] the closed streamlines do not appear in our calculations by the ideal
fluid model. The variation of the parameters (11.38) in a rather wide range does not lead
to the qualitative modifications in the behaviour of streamlines. In particular, when there
is no bottom friction the character of streamlines remains the same as shown in Fig.11.5.

On the other hand, the change in the function which describes the bottom geome-
try significantly changes the flow. The series of calculations with the different bottom
geometry is been done.

Fig.11.7 and Fig.11.8 show two modifications of the original river: the river with the
shoal near the outlet, and the river with two shoals near the inlet.
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Figure 11.5: The streamlines of the steady flow

Figure 11.6: The velocity vector field of the steady flow

Figure 11.7: The river with the shoal near the outlet
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Figure 11.8: The river with two shoals near the inlet

Figure 11.9: The river with the shoal near the outlet. The streamlines

Fig.11.9 and Fig.11.10 show the streamlines for these examples. The streamlines reflect
the changes in the bottom geometry. In the first case the streamlines diverge above the
shoal. In the second case the streamlines diverge over the shoals and converge between
them.

Fig.11.11 and Fig.11.12 show the velocity vector fields.
If there is the shoal near the outlet, then the flow velocity is increased at the outlet.

If there are two shoals, then the velocity is increased between them, and the stagnation
zone decreases near the left bank.

The calculations for various velocities of the flow at the inlet are performed. Fig.11.13
shows the velocity vector field using the example of the river with two shoals near the
inlet when the fluid velocity is equal to 1 m/sec at the inlet. It is clear that the increased
fluid velocity significantly reduces the stagnation zone near the left bank and increases
the flow velocity over the entire domain.
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Figure 11.10: The river with two shoals near the inlet. The streamlines

Figure 11.11: The river with the shoal near the outlet. The velocity vector field

Figure 11.12: The river with two shoals near the inlet. The velocity vector field
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Figure 11.13: The fluid velocity is equal to 1 m/sec at the inlet
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Chapter 12

Calculation of steady flows around
the island in the river on the basis of
the plane shallow water model

12.1 Statement of the problem

Let us consider the algorithm of calculating steady flows in the river-beds with the islands.
As in Chapter 11, we use the shallow water model of the first approximation for ideal
incompressible fluid with the free surface for describing the flow. The equations of this
model are the same as (11.4), but the domain Ω is multiply connected because there are
islands in the river-bed. Further, without limiting the generality, we assume that there
is only one island. Therefore, the domain Ω is doubly connected. The exterior boundary
of the domain is still denoted by Γ = Γ1 ∪ Γ0 ∪ Γ2, and the contour of the island which
lies inside Γ is denoted by Γis

0 . Assuming that the boundary of the island is the vertical
impermeable wall we come to the conclusion that together with the conditions (11.3) it
is necessary to set the additional condition on the boundary of the island:

u · n
∣∣∣
x∈Γis

0

= 0. (12.1)

This condition leads to the following boundary condition for the stream function on the
contour of the island:

ψ
∣∣∣
x∈Γis

0

= ψis ≡ const, (12.2)

which is obtained on the basis of the expression for the tangential derivative:

∂ψ

∂τ

∣∣∣
x∈Γis

0

= Hu · n
∣∣∣
x∈Γis

0

. (12.3)

Using the stream function for solving the problems in simply connected domains the
values of the stream function on the impermeable walls are constant. They are defined
from the given conditions at the inlets and the outlets of the boundary. In the case of
doubly connected domain Ω the constant values of ψ on Γ0 are also defined uniquely.
The value of ψis is not given on the part Γis

0 and it can not be defined before solving the
problem. This constant is obtained during the process of solving the problem together
with the solution inside the domain.
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Figure 12.1: The flow domain, the boundary of the island, and the isolines of the depth

Figure 12.2: The computational domain

12.2 Construction of the curvilinear grid

Fig.12.1 shows the flow domain Ω. The grid for doubly connected domain is constructed on
the basis of the variant of two-dimensional equidistribution method for multiply connected
domains.

Let us describe the modifications of ED2-method which was used earlier only for
simply connected domains. Assuming the boundary of the island Γis

0 is the curvilinear
quadrangle we consider that it is the image under the mapping (11.10) of the contour γis0
of the rectangle which lies inside the unit quadrate in the plane q1Oq2. The sides of this
rectangle which are the pre-images of the arcs AB, DC, AD, BC are parallel to the axes
Oq1 and Oq2 respectively (see Fig.12.2).

Thus, in the considered case the computational domain Q is the unit quadrate with
the rectangle which is cut out from the quadrate. This rectangle has the contour γis0 . The
domain Q is covered by the rectangular uniform grid Q̄h. The sides of the rectangle γis0
pass along some lines of this grid. Therefore, the position of the rectangle on the grid
and the lengths of its sides are defined by the number of the nodes N is

1 on the sides AB
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Figure 12.3: The curvilinear grid at α = 1

Figure 12.4: The curvilinear grid at α = 100

and DC, the number of the nodes N is
2 on the sides AD and BC (these numbers are given

initially), and with the help of the indication of the node qAj which is the pre-image of
the angular point A.

In comparison with simply connected domains it is necessary to place the nodes not
only on the exterior boundary Γ, but also on the contour of the island Γis

0 . On each of four
sides of this contour either N is

1 or N is
2 nodes are placed with the help of EDC2-method for

plane curves, which is described above. Further the initial approximation is constructed
on the basis of the algebraic method, and the iterative process is organized for solving the
equations of ED2-method for the definition of the coordinates of the interior nodes of the
grid. In the case of multiply connected domain it is more convenient to use the method
of successive over relaxation instead of the iterative method of longitudinal-transversal
sweeps which was used earlier.

The examples of constructed grids which are shown in Figures 12.3 and 12.4 are
obtained for the following control function:

w(x1, x2) = 1 +
α

ρ(x1, x2)
, (12.4)

where ρ is the distance from the point (x1, x2) to the centre of the island. It is clear
that the grid is condensing in the neighbourhood of the island with the increase in the
parameter α.
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Figure 12.5: The river with the shoal on the depth 0.5 m

Table 12.1: The dependence of the average value ψaver of the stream function above the
shoal on the depth of the shoal.

Depth 0.5 0.25 0.125 0.0625 0.0313 0.0157
ψaver 1.444 1.433 1.423 1.419 1.417 1.415

12.3 Algorithm

Let us describe the differences between the algorithm for calculating steady flows in simply
connected domains and the algorithm for multiply connected domains.

The iterative process, as well as in simply connected domain, consists of the following
three stages: the calculation of the potential flow, the calculation of the vortical flow
”under the cover”, and the calculation of the vortical flow with the free surface.

Beginning with the calculation of the potential flow for realisation of the first iteration
it is necessary to know the value of ψis on the contour of the island Γis

0 . For the definition
of this value we proceed as follows.

Instead of the island we consider the shoal with the constant depth of the bottom.
The shoal is placed in that place where the island should be. In this case we can perform
the calculation of flow in simply connected domain with the shoal.

The streamlines diverge above the shoal, and the stream function has an almost con-
stant value above the shoal. By carrying out some calculations with the decreasing depth
it is possible to define the limiting value of the stream function when the depth of the
shoal close to zero. This approximate value of ψ is taken on the first iteration as the value
of ψis.

The calculations in simply connected domain are carried out for the shoals with various
depths. Figures 12.5-12.7 show the streamlines. The streamlines diverge above the shoal
as the water depth decreases.

Table 12.1 shows the dependence of the average value ψaver of the stream function
above the shoal on the depth of the shoal. The results of the calculations show that with
the decrease in the depth the average value of ψ has the limiting value ψis.

During the next iterations the value of ψis is defined uniformly either for the potential
flow ”under the cover” or for the vortical flow. Therefore, we shall explain the algorithm
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Figure 12.6: The river with the shoal on the depth 0.125 m

Figure 12.7: The river with the shoal on the depth 0.0313 m
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of calculating ψis for the last case. The expression (11.28) for the vorticity is written in
the following form:

Jω = −∂v1
∂q2

+
∂v2
∂q1

. (12.5)

It is integrated over the domain Q:∫
Q

∫
Jωdq1dq2 =

∮
γ

(
v1dq

1 + v2dq
2
)

+
∮
γis0

(
v1dq

1 + v2dq
2
)
. (12.6)

This expression is used for calculating the constant ψis on the (n + 1)-th iteration. It
is supposed that all values are already known on the n-th iteration. Therefore, the in-
tegral in the left-hand side and the first integral in the right-hand side can be defined
numerically using, for example, the quadrature formula of rectangles. Here the Jacobian
and the vorticity are defined at the mesh centres. The component v1 is calculated at the
centres of the horizontal sides of the meshes which are adjacent to the appropriate parts
of the boundary. The component v2 is calculated at the centres of the vertical sides of
the meshes near the boundary. The connection between the covariant and contravariant
components of the velocity vector is used for calculating these components. The con-
travariant components of the velocity vector are calculated by the stream function under
the formulas (7.29). The values of ψ are known on the exterior boundary γ from the
boundary conditions. The normal derivative of ψ is known at the inlet.

On calculating the second integral in (12.6) it is necessary to substitute the unknown
value of ψis into the approximating formula instead of the values of ψ on γis0 . This value
is constant, therefore there are no derivatives of ψ in the tangential direction to γis0 in the
resulting formula.

Thus, we obtain the following equation for calculating ψis:

L = R1 + ψis · a + b, (12.7)

where L is the approximation of the integral in the left-hand side of (12.6), R1 is the
approximation of the first integral in the right-hand side of (12.6).

a = −
h2
h1
·
jA2 +N is

2 −2∑
j2=jA2

{(
g22
HJ

)
jA1 ,j2+1/2

+
(
g22
HJ

)
jB1 ,j2+1/2

}
+

+
h1
h2
·
jA1 +N is

1 −2∑
j1=jA1

{(
g11
HJ

)
j1+1/2,jA2

+
(
g11
HJ

)
j1+1/2,jD2

} ,

b =
h2
2h1

·
jA2 +N is

2 −2∑
j2=jA2

{(
g22
HJ

)
jA1 ,j2+1/2

·
(
ψjA1 −1,j2+1 + ψjA1 −1,j2

)
+

+
(
g22
HJ

)
jB1 ,j2+1/2

·
(
ψjB1 +1,j2+1 + ψjB1 +1,j2

)}
+
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+
h1
2h2

·
jA1 +N is

1 −2∑
j1=jA1

{(
g11
HJ

)
j1+1/2,jA2

·
(
ψj1+1,jA2 −1 + ψj1,jA2 −1

)
+

+
(
g11
HJ

)
j1+1/2,jD2

·
(
ψj1+1,jD2 +1 + ψj1,jD2 +1

)}
,

jA1 , j
A
2 , j

B
1 , j

D
2 are the indices of the vertexes of the rectangle ABCD (see Fig.12.1). It

is easy to see that a < 0.
Let us describe the algorithm for calculating ψis in the iterative process of calculating

the fluid flow with the free surface. This process works after the iterative process of calcu-
lating the flow ”under the cover” has converged. As it was described in Chapter 11, it is
necessary to calculate the complete depth H at this stage. In the case of simply connected
domain H is calculated with the help of the integrated relation (11.23). Therefore, the
value of p does not depend on the contour of the integration γ(q0, qj). For the value of p
the condition of the independence of the integration contour is also necessary in doubly
connected domain, and the value ψis is defined from this condition.

Let γ1 and γ2 be the curves from the formula (11.23). They connect the point qj
where it is required to define p with the point q0 where p0 is given. In addition, let D be
the domain which is limited by these curves and is not containing γis0 in itself. Therefore,
D is simply connected domain. The boundary of the domain D is denoted by L. Then
for the value of p the condition of independence of the curves γ1 and γ2 is written as the
following equality:∮

L

(
f1 + HJv2(ω + fCor)

)
dq1 +

(
f2 −HJv1(ω + fCor)

)
dq2 = 0. (12.8)

The domain D is simply connected, therefore, it is possible to apply the Green’s formula
to the left-hand side of this relation. Thus, we obtain the condition of independence as
follows:

∫
D

∫ [
∂

∂q1

(
HJv1(ω + fCor)

)
+

∂

∂q2

(
HJv2(ω + fCor)

)]
dq1dq2 =

=
∫
D

∫ [
−∂f1
∂q2

+
∂f2
∂q1

]
dq1dq2. (12.9)

In view of the continuity equation which has the following form in curvilinear coordinates:

∂

∂q1

(
HJv1

)
+

∂

∂q2

(
HJv2

)
= 0, (12.10)

we come to the conclusion that the equality (12.9) is fulfilled by virtue of the realisation
of the vorticity equation (11.12).

Thus, if the curve L does not contain in itself the contour of the island γis0 , then the
value of p does not depend on the curves γ1 and γ2. At the difference level the given
statement is proved, as in Chapter 11, with the help of the formulas (11.24)–(11.26).
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Now we shall consider the case when the curves γ1 and γ2 make the closed curve
L which envelopes the boundary of the island γis0 . Therefore, the domain D is doubly
connected. Thus [43], the curvilinear integral along the curve L is equal to the curvilinear
integral along the boundary of the island γis0 . The condition (12.8) for p to be independent
of the curve L has the following form:∮

γis0

(
f1 + HJv2(ω + fCor)

)
dq1 +

(
f2 −HJv1(ω + fCor)

)
dq2 = 0. (12.11)

Using the impermeability condition (12.1), which look as follows in the curvilinear coor-
dinates (see Fig.12.1):

v1
∣∣∣
AD

= v1
∣∣∣
BC

= 0, v2
∣∣∣
AB

= v2
∣∣∣
DC

= 0, (12.12)

the condition (12.11) can be written:∮
γis0

[
H

∂

∂q1

(
h− V 2

2

)
− 1

f 2
Ch

v1V

]
dq1 +

[
H

∂

∂q2

(
h− V 2

2

)
− 1

f 2
Ch

v2V

]
dq2 = 0.

(12.13)

As well as for the banks of the river in Chapter 11, here we assume that the depth of the
bottom h near the banks of the island is the constant value. In addtition, by virtue of
the conditions (12.12) we obtain the following:

v1
∣∣∣
AB

= v1
∣∣∣
DC

= g11v
1, v2

∣∣∣
AD

= v2
∣∣∣
BC

= g22v
2, (12.14)

u2
∣∣∣
AB

= u2
∣∣∣
DC

= g11
(
v1
)2
, u2

∣∣∣
AD

= u2
∣∣∣
BC

= g22
(
v2
)2
.

Taking into account the constancy of the depth h near the banks of the island, and the
expression (12.14), the condition for p to be independent of the integration curve has the
following form:

∮
γis0

[
−1

2
H

∂

∂q1

(
g11

(
v1
)2)− 1

f 2
Ch

g11v
1√g11|v1|

]
dq1+

+

[
−1

2
H

∂

∂q1

(
g22

(
v2
)2)− 1

f 2
Ch

g22v
2√g22|v2|

]
dq2 = 0. (12.15)

Expressing the contravariant components of the velocity vector vα through ψ by the
formulas (7.29) and approximating them by one-sided differences we obtain the equation
for calculating ψis.

Let us make some notes about the singularities of the iterative process for calculating
the flow in the river channel with the island in comparison with the algorithm which is
described in Chapter 11. The stream function ψ is also calculated with the help of the
method of successive over relaxation only in the interior nodes of the grid which covers
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Figure 12.8: The streamlines of the steady vortical flow

the domain Q. Thus, the iterations are not carried out in the nodes of the grid which
covers the island.

For calculating the vorticity function ω the method of stabilizing corrections is also
applied. It is realized with the help the horizontal and vertical sweeps. But in the case
of the island the horizontal sweeps on the lines intersecting with the island are carried
out separately for the parts of the lines which lie further to the left of the island and for
the parts of the lines which lie further to the right of the island. The same procedure is
performed for the vertical sweeps: if the coordinate line intersects with the island, then
it is divided in two parts, and the sweep is carried out separately for the lower and upper
parts of the line.

In addition, the boundary values of ω on the contour of the island are not required
either for the horizontal sweeps or for the vertical sweeps by virtue of the realisation of
the impermeability conditions on the boundary of the island.

12.4 Calculation results

In this section some results of the calculations for the reservoir with the irregular bottom
are presented for the same values of the parameters (11.37) as in Chapter 11, but in the
presence of the island.

Fig.12.8 shows the streamlines of the steady vortical fluid flow with the free surface.
Fig.12.9 shows the velocity vector field of the steady vortical flow.
Fig.12.10 shows the velocity vector field of the vortical flow around the island in the

enlarged form. The part of the domain is ”cut off” along the lines of the grid.
The calculations for various velocities of the flow at the inlet are carried out. Fig.12.11

and Fig.12.12 show the velocity vector field at uin = 1 m/sec.
On comparing the velocity vector fields over the entire domain in Fig.12.9 and

Fig.12.11 it is clear that the increase in the fluid velocity at the inlet leads to the increase
in the fluid velocity over the entire domain, and to the increase in the stagnation zones
behind the island and near the boundaries of the river-bed. On comparing Fig.12.10 and
Fig.12.12 it is clear that the fluid velocity is increased when the fluid approaches the
island, and when the fluid goes around the island. At uin = 1 m/sec the flow behind the
island is decelerated in the greater degree than at uin = 0.5 m/sec.
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Figure 12.9: The velocity vector field of the steady vortical flow

Figure 12.10: The velocity vector field of the steady vortical flow around the island

Figure 12.11: The velocity vector field at uin = 1 m/sec
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Figure 12.12: The velocity vector field around the island at uin = 1 m/sec
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Chapter 13

Conclusion

In the present thesis the iterative finite difference methods are developed for the numerical
solution of steady ideal compressible and incompressible fluid flows in the domains of
complicated geometry. The following basic results are obtained.

1. On the basis of the equidistribution principle the equations for constructing two-di-
mensional adaptive grids are obtained. The equivalence of the principle and the differential
equations of the equidistribution method is proved. It is shown that the coordinates of
any quasi-orthogonal adaptive grid satisfy the difference equations of the equidistribution
method.

2. The iterative finite difference method for the numerical solution on adaptive grids
of two-dimensional stationary problems on ideal fluid flows through the channels of com-
plicated geometry is developed using new dependent variables: the stream function and
the vorticity function. It is proved that the iterative process has the property of the
preservation of the constant flow on an arbitrary curvilinear grid.

3. The original nine-point approximation of the equation for the stream function is
obtained. In curvilinear coordinates the equation has variable coefficients and terms with
the mixed derivatives. The appropriate difference operator is proved to be self-adjoint and
positively definite. It is shown that for the grid functions, which assign the correspondence
between the nodes of the physical domain and the nodes of the computational domain,
the obtained difference equation is satisfied identically at the zero right part.

4. The approximations of the equations for the vorticity function and the total energy
are constructed with the upstream differences on the curvilinear grids using the variable
pattern. It is shown that if there are no closed streamlines and stationary points of the
gas, then it is possible to calculate the values of the vorticity function and the total energy
in any node through the values of these functions at the inlet of the domain with the help
of the non-iterative method of running calculation.

5. It is shown that the coordinated approximation for the equations for the vorticity
function and the finite-difference relations which are obtained approximating the equations
of motion in the Gromeka-Lamb form is necessary for the values of the pressure to be
independent of the integration path using the marching method on curvilinear grids.

6. The mathematical statement of three-dimensional problem on ideal incompressible
fluid flows through the given domain of complicated form in the curvilinear system of
coordinates using new dependent variables, i.e. the vector potential and the vorticity
vector, is formulated.

7. The equidistribution principle is formulated and the equations of the equidistribu-
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tion method for constructing three-dimensional adaptive grids are obtained. The equiv-
alence of the principle and the differential equations of the equidistribution method is
proved. The conditions are formulated under which the grid on the boundary of three-
dimensional domain can be constructed by the equidistribution method using the same
control function as inside the domain. The differential equations of the equidistribution
method for the space surfaces and curves are obtained. The iterative algorithms for
solving the difference equations for constructing adaptive grids are developed.

8. The finite difference approximations on curvilinear grids of the equations and the
boundary conditions for the covariant components of the vector potential are obtained.
The vector potential is not assumed to be solenoidal. The marching implicit method of
calculating the contravariant components of the vorticity vector is developed. It is shown
that making use of the staggered curvilinear grids for the approximation of the contravari-
ant components of the velocity vector the difference continuity equation is fulfilled on each
step of the iterative process.

9. The developed algorithms for calculating ideal gas flows are applied to solving the
numerical problems on fluid flows with the surface gravitational waves in the river beds of
complicated configuration within the framework of the plane shallow water model of the
first approximation. The iterative process for solving the difference problem on steady
fluid flows is developed which is used for calculations of potential and vortical flows with
the surface waves in the river beds with the possible presence of the islands.

10. The developed algorithms are realized as the complexes of computer codes for the
numerical solution of the problems on ideal gas and fluid flows through the channels of
complicated configuration.
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Chapter 14

Appendix

Lemma 3.1. The contravariant components of the velocity satisfy the following relations
on the boundary γ = ∂Q:

v1
∣∣∣
γ1
> 0, v1

∣∣∣
γ2
> 0, v2

∣∣∣∣
γ′0∪γ′′0

= 0. (3.11)

Proof. First of all, it should be mentioned that the contravariant components of the
velocity can be expressed using Cartesian components as follows:

v1 =
yq2

J
u1 − xq2

J
u2,

v2 = −yq1
J
u1 +

xq1

J
u2. (5.A1)

Let us prove that v1
∣∣∣
γ1
> 0. The vector �τ tangential to the boundary Γ1 has the

coordinates �τ = (xq2 , yq2). The vector perpendicular to it has the following coordinates:

m = (−yq2, xq2), |m| =
√
x2q2 + y2q2 =

√
g22. Therefore, the vector normal to Γ1 is the

following:

n =
m

|m| = (− yq2√
g22

,
xq2√
g22

).

Γ1 is the inlet of Ω, therefore, u · n < 0 at Γ1:

u · n = − yq2√
g22

u1 +
xq2√
g22

u2 =
(
−yq2
J
u1 +

xq2

J
u2

)
J√
g22

< 0.

Using (5.A1) we obtain that v1
∣∣∣
γ1
> 0.

Now we shall prove that v1
∣∣∣
γ2
> 0. Similarly the vector �τ tangential to Γ2 is considered.

And the vector m which is perpendicular to Γ2 and external to Q is considered. The
coordinates of the vectors are the following: �τ = (xq2 , yq2), m = (yq2,−xq2).

Therefore, the vector normal to Γ2: n = (
yq2√
g22
,− xq2√

g22
). Γ2 is the outlet of Ω, therefore,

u · n > 0. Thus,

u · n =
yq2√
g22

u1 − xq2√
g22

u2 =
(
yq2

J
u1 − xq2

J
u2

)
J√
g22

> 0.

Using (5.A1) we obtain that v1
∣∣∣
γ2
> 0.
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Now we shall show that v2
∣∣∣∣
γ′0∪γ′′0

= 0. Let us consider, for example, Γ′′
0. The tangential

vector �τ , and the vector m which is perpendicular to �τ have the following coordinates:
�τ = (xq1 , yq1), m = (−yq1, xq1).

The normal vector is n = (− yq1√
g11
,
xq1√
g11

). u · n
∣∣∣∣
x∈Γ′′

0

= 0. Therefore,

u · n
∣∣∣∣
x∈Γ′′

0

= − yq1√
g11

u1 +
xq1√
g11

u2 =
(
−yq1
J
u1 +

xq1

J
u2

)
J√
g11

= 0.

From here it follows that v2
∣∣∣
γ′′0

= 0. The proof for γ′0 is similar. Thus, the lemma is proved

completely.

Lemma 4.1. If the mapping (4.23) assigned by the solutions of the equations (4.27)
is non-degenerate and orthogonal, then the equidistribution principle (4.26) is fulfilled for
it.

Proof. Using the equation g12 = 0 from the statement of the lemma and the following
identity:

gββ
∂xα

∂q3−β
− g12

∂xα

∂qβ
= (−1)α+β−1J

∂x3−α

∂qβ
, α, β = 1, 2,

where the summation on the repeating indices α and β is not made, we obtain the rela-
tions:

g22
∂xα

∂q1
= (−1)α+1J

∂x3−α

∂q2
, g11

∂xα

∂q2
= (−1)αJ

∂x3−α

∂q1
, α = 1, 2.

Substituting them into the equations (4.27) we obtain the homogeneous system of two
equations:

∂wJ

∂q1
∂xα

∂q2
− ∂wJ

∂q2
∂xα

∂q1
= 0, α = 1, 2,

with respect to the derivatives ∂wJ/∂qα. The determinant of this system is equal to the
Jacobian J . According to the assumption J �= 0 the system has only the trivial solution
∂wJ/∂qα = 0, α = 1, 2. Thus, wJ = const.

Lemma 4.2. The coordinates of the nodes of any quasiorthogonal adaptive grid with
convex meshes satisfy the equations (4.38).

Proof. Using the operators (4.30)–(4.31) we obtain the following formulas for the
grid functions xαj :(

gββDq3−βxα − g12Dqβx
α
)
j+1/2

= (−1)α+β−1
(
JDqβx

3−α)
j+1/2

, (5.A2)

α, β = 1, 2, the summation on the indices α and β is not made. Therefore, taking into
account the quasiorthogonality condition (4.41) the left-hand side of the equation (4.38)
can be written in the following form:

1

2

{
((Dq1wJ)Dq2x

α)
j1,j2+1/2

+ ((Dq1wJ)Dq2x
α)

j1,j2−1/2
−
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− ((Dq2wJ)Dq1x
α)

j1+1/2,j2
− ((Dq2wJ)Dq1x

α)
j1−1/2,j2

}
.

If the grid is adaptive, then each item in the identity (5.A2) becomes equal to zero.
Therefore, the coordinates of the grid satisfy the equation (4.38). Thus, the lemma is
proved.

Lemma 5.1. The difference operator A is self-adjoint.

Proof. It is necessary to prove that for the abitrary functions
◦
ϕ,

◦
ψ∈ H the equality

is fulfilled:

(A
◦
ψ,

◦
ϕ) = (

◦
ψ,A

◦
ϕ).

We have the following relations:

(A
◦
ψ,

◦
ϕ) = −

N1−1∑
j1=2

N2−1∑
j2=2

(Λψ
◦
ϕ)j1,j2h1h2 =

= −
N1−1∑
j1=2

N2−1∑
j2=2

(Dq1(k11Dq1ψ + k12Dq2ψ)+

+Dq2(k12Dq1ψ + k22Dq2ψ))
j1,j2

◦
ϕj1,j2 h1h2 =

= −1

2

N1−1∑
j1=2

N2−1∑
j2=2

[
(Dq1F

1)j1,j2+ 1
2

◦
ϕj1,j2 +(Dq1F

1)j1,j2− 1
2

◦
ϕj1,j2

]
h1h2−

−1

2

N1−1∑
j1=2

N2−1∑
j2=2

[
(Dq2F

2)j1+ 1
2
,j2

◦
ϕj1,j2 +(Dq2F

2)j1− 1
2
,j2

◦
ϕj1,j2

]
h1h2.

ϕ = 0 in the boundary nodes, therefore, we can change the limits of the integration in
the last expression:

(A
◦
ψ,

◦
ϕ) =

= −1

2

N1−1∑
j1=2

N2−1∑
j2=1

[
(Dq1F

1)j1,j2+ 1
2
ϕj1,j2 + (Dq1F

1)j1,j2+ 1
2
ϕj1,j2+1

]
h1h2−

−1

2

N1−1∑
j1=1

N2−1∑
j2=2

[
(Dq2F

2)j1+ 1
2
,j2
ϕj1,j2 + (Dq2F

2)j1+ 1
2
,j2
ϕj1+1,j2

]
h1h2 =

= −1

2

N1−1∑
j1=2

N2−1∑
j2=1

F 1
j1+

1
2
,j2+

1
2
− F 1

j1− 1
2
,j2+

1
2

h1
ϕj1,j2+
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+
F 1
j1+

1
2
,j2+

1
2
− F 1

j1− 1
2
,j2+

1
2

h1
ϕj1,j2+1

h1h2−

−1

2

N1−1∑
j1=1

N2−1∑
j2=2

F 2
j1+

1
2
,j2+

1
2
− F 2

j1+
1
2
,j2− 1

2

h2
ϕj1,j2+

+
F 2
j1+

1
2
,j2+

1
2

− F 2
j1+

1
2
,j2− 1

2

h2
ϕj1+1,j2

h1h2 =

= − 1

2h1

N2−1∑
j2=1

N1−1∑
j1=2

(
F 1
j1+

1
2
,j2+

1
2
ϕj1,j2 + F 1

j1+
1
2
,j2+

1
2
ϕj1,j2+1

)
−

−
N1−2∑
j1=1

(
F 1
j1+

1
2
,j2+

1
2
ϕj1+1,j2 + F 1

j1+
1
2
,j2+

1
2
ϕj1+1,j2+1

)h1h2−

− 1

2h2

N1−1∑
j1=1

N2−1∑
j2=2

(
F 2
j1+

1
2
,j2+

1
2
ϕj1,j2 + F 2

j1+
1
2
,j2+

1
2
ϕj1+1,j2

)
−

−
N2−2∑
j2=1

(
F 2
j1+

1
2
,j2+

1
2
ϕj1,j2+1 + F 2

j1+
1
2
,j2+

1
2
ϕj1+1,j2+1

)h1h2 =

=
1

2

N2−1∑
j2=1

N1−1∑
j1=1

F 1
j1+

1
2
,j2+

1
2
(Dq1ϕ)j1+ 1

2
,j2

+
N1−1∑
j1=1

F 1
j1+

1
2
,j2+

1
2
(Dq1ϕ)j1+ 1

2
,j2+1

h1h2+

+
1

2

N1−1∑
j1=1

N2−1∑
j2=1

F 2
j1+

1
2
,j2+

1
2
(Dq2ϕ)j1,j2+ 1

2
+

N2−1∑
j2=1

F 2
j1+

1
2
,j2+

1
2
(Dq2ϕ)j1+1,j2+

1
2

h1h2 =

=
N1−1∑
j1=1

N2−1∑
j2=1

F 1
j1+

1
2
,j2+

1
2
(Dq1ϕ)j1+ 1

2
,j2+

1
2
h1h2+

+
N1−1∑
j1=1

N2−1∑
j2=1

F 2
j1+

1
2
,j2+

1
2
(Dq2ϕ)j1+ 1

2
,j2+

1
2
h1h2.

Thus,

(A
◦
ψ,

◦
ϕ) =

N1−1∑
j1=1

N2−1∑
j2=1

h1h2

 2∑
α,β=1

kαβDqαψDqβϕ


j1+

1
2
,j2+

1
2

. (5.A3)
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(
◦
ψ,A

◦
ϕ) = (A

◦
ϕ,

◦
ψ), therefore, the expression for (

◦
ψ,A

◦
ϕ) is obtained from (5.A3) by

replacing ψ by ϕ. This expression coincides with (5.A3) up to the permutation of the
factors because of the equality: g12 = g21. Thus, A is the self-adjoint operator.

Lemma 5.2. The difference operator A is positively definite in the Hilbert space H,
and the following estimation is fulfilled:

(A
◦
ϕ,

◦
ϕ) ≥ C(

◦
ϕ,

◦
ϕ),

where

C = c1
π2

(max{h1, h2})2 [h21 + h22 − 2π2h21h
2
2].

Proof. According to the formula (5.A3) we have the following relation:

(A
◦
ϕ,

◦
ϕ) =

N1−1∑
j1=1

N2−1∑
j2=1

h1h2

 2∑
α,β=1

kαβDqαϕDqβϕ


j1+

1
2
,j2+

1
2

.

Using the condition of the uniform ellipticity (5.17) we obtain:

(A
◦
ϕ,

◦
ϕ) ≥ c1

N1−1∑
j1=1

N2−1∑
j2=1

(
(Dq1ϕ)2 + (Dq2ϕ)2

)
h1h2.

The following Dirichlet problem in the domain Q with the boundary γ = ∂Q is con-
sidered:

∆ϕ = 0, ϕ

∣∣∣∣∣
γ

= 0.

We approximate this problem on the rectangular grid with the step sizes h1, h2. We apply
the finite-difference scheme ∆h which is obtained from the scheme Λ by replacing the
coefficients by the constants: k11 = k22 = 1, k12 = 0. Let us consider the operator
B = −∆h. It is clear that

(B
◦
ϕ,

◦
ϕ) = h1h2

N1−1∑
j1=1

N2−1∑
j2=1

(
(Dq1ϕ)2 + (Dq2ϕ)2

)
(qj1+1/2,j2+1/2).

Therefore,

(A
◦
ϕ,

◦
ϕ) ≥ c1(B

◦
ϕ,

◦
ϕ).

The eigenvalues of the operator B have the following form:

λk1,k2 =
4

h21
sin2

[
π

2
(k1 − 1)h1

]
cos2

[
π

2
(k2 − 1)h2

]
+

+
4

h22
sin2

[
π

2
(k2 − 1)h2

]
cos2

[
π

2
(k1 − 1)h1

]
,
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kα = 2, ...Nα − 1,

where

λmin =
4

h21
sin2

[
πh1
2

](
1− sin2

[
πh2
2

])
+

4

h22
sin2

[
πh2
2

](
1− sin2

[
πh1
2

])
≥

≥ π2

(max{h1, h2})2 [h21 + h22 − 2π2h21h
2
2] = c2.

For sufficiently small step sizes hα we obtain c2 > 0. Thus,

(A
◦
ϕ,

◦
ϕ) ≥ c1(B

◦
ϕ,

◦
ϕ) ≥ c1λmin(

◦
ϕ,

◦
ϕ) ≥ c1c2(

◦
ϕ,

◦
ϕ).

If we introduce C = c1c2, then the lemma is proved.

Lemma 5.3. The coefficients of the difference equation (5.18) satisfy the following
relations:

βk ≤ 0, k = 1, 2, 3, 4; β0 ≥ 0;
4∑

k=0

βk = 0. (5.20)

Proof. Let us prove the first part of the statement for the coefficient β1. If v1(W ) > 0,
then β1 = −h2Jv1(W ) < 0. If v1(W ) ≤ 0, then β1 = 0. Therefore, β1 ≤ 0. The proof for
the coefficients β2, β3, β4 is similar.

Now let us show that
∑4

k=0 βk = 0. The equation (5.18) can be written in the following
way:

h2

[
ρJv1(E) + |ρJv1(E)|

2
ω0 +

ρJv1(E)− |ρJv1(E)|
2

ω3

]
−

−h2
[
ρJv1(W ) + |ρJv1(W )|

2
ω1 +

ρJv1(W )− |ρJv1(W )|
2

ω0

]
+

+h1

[
ρJv2(N) + |ρJv2(N)|

2
ω0 +

ρJv2(N)− |ρJv2(N)|
2

ω4

]
− (5.A4)

−h1
[
ρJv2(S) + |ρJv2(S)|

2
ω2 +

ρJv2(S)− |ρJv2(S)|
2

ω0

]
= d0.

Therefore,

β0 +
4∑

k=1

βk = h2
ρJv1(E) + |ρJv1(E)|

2
− h2

ρJv1(W )− |ρJv1(W )|
2

+

+h1
ρJv2(N) + |ρJv2(N)|

2
− h1

ρJv2(S)− |ρJv2(S)|
2

−

−h2ρJv
1(W ) + |ρJv1(W )|

2
− h1

ρJv2(S) + |ρJv2(S)|
2

+

156



+h2
ρJv1(E)− |ρJv1(E)|

2
+ h1

ρJv2(N)− |ρJv2(N)|
2

=

= −h2ρJv1(W )− h1ρJv
2(S) + h2ρJv

1(E) + h1ρJv
2(N).

Using the following relations:

ρJv1(W ) =
ψj1,j2+1 − ψj1,j2

h2
, ρJv1(E) =

ψj1+1,j2+1 − ψj1+1,j2

h2
,

ρJv2(S) = −ψj1+1,j2 − ψj1,j2
h1

, ρJv1(N) = −ψj1+1,j2+1 − ψj1,j2+1

h1
, (5.A5)

we obtain that

β0 +
4∑

k=1

βk = −ψj1,j2+1 + ψj1,j2 + ψj1+1,j2 − ψj1,j2+

+ψj1+1,j2+1 − ψj1+1,j2 − ψj1+1,j2+1 + ψj1,j2+1 = 0.

Thus, the third part of the statement is proved.
The first and third parts of the statement are used for proving the second part. βk ≤

0, k = 1, 2, 3, 4 and
∑4

k=0 βk = 0, therefore β0 ≥ 0. Thus, the lemma is proved.

Lemma 5.4. Let qj+1/2 ∈ Q0
h. Then the following statements for the coefficients of

the equation (5.18) are equivalent (the notations of Fig. 5.3 are used):
1. β0 = 0;
2. β1 = β2 = β3 = β4 = 0;
3. v1(W ) = v1(E) = v2(N) = v2(S) = 0;
4. ψ(A) = ψ(B) = ψ(C) = ψ(D).

Proof. Let us show that the statement 1 leads to the statement 2. We assume
that β0 = 0. According to Lemma 5.3 the following relation is fulfilled:

∑4
k=0 βk = 0.

Therefore,
∑4

k=1 βk = 0. βk ≤ 0, k = 1, 2, 3, 4, thus, the relations βk = 0, k = 1, 2, 3, 4 are
obtained.

Now let us obtain the statement 4 from the statement 2. Let βk = 0, k = 1, 2, 3, 4.
From the definition of these coefficients (5.19) it follows that:

β1 = 0 → Jv1(W ) ≤ 0, β2 = 0 → Jv2(S) ≤ 0,

β3 = 0 → Jv1(E) ≥ 0, β4 = 0 → Jv1(N) ≥ 0.

The difference relations (5.A5) lead to the following inequalities:

ψ(D)− ψ(A) ≤ 0, ψ(B)− ψ(A) ≥ 0,

ψ(C)− ψ(B) ≥ 0, ψ(C)− ψ(D) ≤ 0.
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Thus, the following sequence of inequalities is obtained:

ψ(D) ≤ ψ(A) ≤ ψ(B) ≤ ψ(C) ≤ ψ(D).

These inequalities are fulfilled if the following equality is true:

ψ(A) = ψ(B) = ψ(C) = ψ(D).

The statement 3 follows from the statement 4 by virtue of the approximating formulas
(5.A5) for the contravariant components of the velocity.

From the form (5.A4) of the difference equation for the vorticity, it is obvious that if
the statement 3 is fulfilled, then the coefficient β0 at ω0 is equal to zero. Thus, the proof
of the lemma is completed.

Theorem 5.1. If Q ∈ K1(P ), then P �∈ K1(Q). If Q2 ∈ K(Q1), Q3 ∈ K(Q2), then
Q3 ∈ K(Q1).

Proof. Let us prove the first statement of the theorem. Let Q ∈ K1(P ). Therefore,
the coefficient at ω(Q) in the equation (5.18) is not equal to zero: βQ �= 0. Let, for
example, βQ = β2. Therefore, from the definition of the coefficient β2 it follows, that
v2(S) > 0.

Let us assume the opposite: P ∈ K1(Q), i.e. βP �= 0. βP = β4 �= 0 in the pattern
Σ(Q). It means that v2(N) < 0 because of the definition of the coefficient β4. The node
N in Σ(Q) is the point S in Σ(P ), therefore, it is the same point of the grid. Thus, we
have v2(N) > 0 and v2(N) < 0 simultaneously at this point. The obtained inconsistency
proves that P �∈ K1(Q).

Now, we shall prove the second statement of the theorem. Firstly, we shall prove two
auxiliary lemmas.

Lemma 5.A1. If Q2 ∈ K(Q1), Q3 ∈ K1(Q2), then Q3 ∈ K(Q1).
Proof.

Q2 ∈ K(Q1) =
n0∪
i=1

Ki(Q1),

therefore, some n′ exists such that Q2 ∈ Kn′(Q1). From here it follows that

Kn′+1(Q1) = ∪
Qk∈Kn′ (Q1)

K1(Qk) ⊃ K1(Q2) � Q3.

Thus, Q3 ∈ Kn′+1(Q1) ⊂
n0∪
i=1

Ki(Q1) = K(Q1).

Lemma 5.A2. If Q2 ∈ K(Q1), Q3 ∈ Kn(Q2), then Q3 ∈ K(Q1).
Proof. According to the statement of the lemma

Q3 ∈ Kn(Q2) = ∪
Qk∈Kn−1(Q2)

K1(Qk),

therefore, some k0 exists such that Q3 ∈ K1(Qk0), Qk0 ∈ Kn−1(Q2).
Now let us consider the node Qk0:

Qk0 ∈ Kn−1(Q2) = ∪
Qk∈Kn−2(Q2)

K1(Qk),
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therefore, some k1 exists such that Qk0 ∈ K1(Qk1), Qk1 ∈ Kn−2(Q2).
n is finite, thus, we reach the node Qkn−3 :

Qkn−3 ∈ K2(Q2) = ∪
Qk∈K1(Q2)

K1(Qk),

therefore, some kn−2 exists such that Qkn−3 ∈ K1(Qkn−2), Qkn−2 ∈ K1(Q2).
Thus, Q2 ∈ K(Q1), Qkn−2 ∈ K1(Q2). According to Lemma 5.A1 Qkn−2 ∈ K(Q1).
Further, Qkn−2 ∈ K(Q1), Qkn−3 ∈ K1(Qkn−2), therefore, according to Lemma 5.A1

Qkn−3 ∈ K(Q1).
Thus, the node Qk0 is reached. Qk1 ∈ K(Q1), Qk0 ∈ K1(Qk0), therefore, according to

Lemma 5.A1 Qk0 ∈ K(Q1).
Finally Qk0 ∈ K(Q1), Q3 ∈ K1(Qk0), therefore, according to Lemma 5.A1 Q3 ∈

K(Q1). Thus, the proof is complete.

Now we shall prove the last statement of Theorem 5.1.

Q3 ∈ K(Q2) =
n0∪
i=1

Ki(Q2),

therefore, some n0 exists such that Q3 ∈ Kn0(Q2). Thus, Q2 ∈ K(Q1), Q3 ∈ Kn0(Q2).
According to Lemma 5.A2 Q3 ∈ K(Q1).

Theorem 5.2. For the realisation of the condition
P �∈ K(P ) (5.22)

in the arbitrary node P ∈ Q0
h it is necessary and sufficient that some neighbourhood of the

node P should be completely located at the inlet (in other words, some number n0 should
exist such that Kn0 ⊆ γ01,h).

Proof. Let us prove the necessity. Let P �∈ K(P ) be fulfilled for any node P ∈ Q0
h.

It is necessary to prove that n0 exists: Kn0 ⊆ γ01,h. If Kn0 ⊆ γ01,h, then Kn0+1 = ∅. Thus,
it is necessary to prove that certain n0 for the selected node P exists: Kn0 = ∅.

Let us assume the opposite. Let there be the node P0 ∈ Q0
h for which the neigh-

bourhood Ki(P0) is not empty at every i. Therefore, because of the finiteness of the
set of the nodes Q0

h, there will be an infinite sequence of the coinciding neighbourhoods:
Ki1(P0) = Ki2(P0) = . . . , i1 < i2 < . . . .

Let Pk (k = 1, 2, . . . , m) denote all nodes of one neighbourhood and, thus, also all
nodes of each of the neighbourhoods mentioned above. Let us show that Pk ∈ K(Qj),
where Qj (j = 1, 2, . . . , t) are also the nodes of these neighbourhoods, t < m. Let us take,
for example, the node P1. P1 ∈ Ki2(P0) = Ki1(P0).

Ki2(P0) = ∪
Qk∈Ki2−1(P0)

K1(Qk).

Therefore, the node Q ∈ Ki2−1(P0) exists such that P1 ∈ K1(Q). Thus,

Ki2−1(P0) = ∪
Qk∈Ki2−2(P0)

K1(Qk).

From here it follows that the node Q′ ∈ Ki2−2(P0) exists such that Q ∈ K1(Q
′). We pro-

ceed further in the same way: i1 < i2 < . . . , therefore we reach some Q ∈ K1(Q0), Q0 ∈
Ki1(P0).
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P1 ∈ K1(Q), Q ∈ K1(Q
′), ..., Q ∈ K1(Q0), thus, P1 ∈ K(Q0). Because of the

arbitrariness of P1, we obtain that any of the nodes Pk(k = 1, 2, . . . , m) is located at least
in one of the neighbourhoods K(Qj).

Now we consider only the nodes Qj. These nodes are some of the nodes Pk. Therefore,
as it is shown above, we obtain that Qj ∈ K(Qr), j, r = 1, 2, . . . , t. According to the
statement of the theorem (5.22), j �= r, from here we obtain that Qj ∈ K(Qr), j �=
r, j, r = 1, 2, . . . , t. Using the second statement of Theorem 5.1 we obtain that Qj ∈
K(Qj). It contradicts the statement of Theorem 5.2. (Let us explain this contradiction
using the simple example of two nodes. For instance, if Qj1 ∈ K(Qj2), Qj2 ∈ K(Qj1),
then, according to the second statement of Theorem 5.1 we obtain that Qj1 ∈ K(Qj1). It
is the contradiction to the statement of Theorem 5.2.) Thus, there is no node P0 ∈ Q0

h,
for which Ki(P0) �= ∅ at every i. From here the statement of the theorem follows.

Now we shall prove the sufficiency. Let us assume that for the arbitrary node P ∈ Q0
h

some n0 exists such that Kn0(P ) ⊆ γ01,h. Let us prove that P �∈ K(P ). Kn0 ⊆ γ01,h,
thus, Kn0+1 = ∅. Let us assume the contrary: P ∈ K(P ). According to the definition

K(P ) =
n0∪
i=1

Ki(P ). Therefore, some n′ exists such that P ∈ Kn′(P ), n′ < n0.

Let us consider Kn′+1(P ). We shall prove that Kn′+1(P ) ⊇ K1(P ).

Kn′+1(P ) = ∪
Qk∈Kn′(P )

K1(Qk) ⊇ K1(P ).

Now let us prove that Kn′+2(P ) ⊇ K2(P ).

Kn′+2(P ) = ∪
Qk∈Kn′+1(P )

K1(Qk) ⊇ ∪
Qk∈K1(P )

K1(Qk) = K2(P ).

Let us assume that the following is proved already: Kn′+l(P ) ⊇ Kl(P ). Now we shall
show that Kn′+l+1(P ) ⊇ Kl+1(P ):

Kn′+l+1(P ) = ∪
Qk∈Kn′+l(P )

K1(Qk) ⊇ ∪
Qk∈Kl(P )

K1(Qk) = Kl+1(P ).

Hence we obtain the following:

Kn′+n′(P ) = K2n′(P ) ⊇ Kn′(P ) � P.
Therefore, P ∈ K2n′(P ). Similarly, we obtain that P ∈ K3n′(P ) and so on. Thus,
Kmn′(P ) �= ∅ for any m ∈ N , but Ki(P ) = ∅ beginning from i = n0 + 1. Therefore, the
contradiction is obtained which shows that any node P ∈ Q0

h does not belong to its area
of dependence: P �∈ K(P ). Thus, the theorem is proved completely.

Lemma 5.5. For ω ≡ 0 the functions x = x(q1, q2), y = y(q1, q2) satisfy the difference
equation (5.4).

Proof. Let us consider the result of applying the operator Λ from (5.4) to the function
y = y(q1, q2) (the notations of Fig. 5.1 are used):

Λyj1,j2 =
1

2

[
Dq1

(
g22
J
Dq1y − g12

J
Dq2y

)
(N) + Dq1

(
g22
J
Dq1y − g12

J
Dq2y

)
(S)

]
+

+
1

2

[
Dq2

(
−g12
J
Dq1y +

g11
J
Dq2y

)
(E) + Dq2

(
−g12
J
Dq1y +

g11
J
Dq2y

)
(W )

]
=
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=
1

2


(
g22
J
Dq1y − g12

J
Dq2y

)
(C)−

(
g22
J
Dq1y − g12

J
Dq2y

)
(D)

h1
+

+

(
g22
J
Dq1y − g12

J
Dq2y

)
(B)−

(
g22
J
Dq1y − g12

J
Dq2y

)
(A)

h1

+

+
1

2


(
−g12

J
Dq1y + g11

J
Dq2y

)
(D)−

(
−g12

J
Dq1y + g11

J
Dq2y

)
(A)

h2
+

+

(
−g12

J
Dq1y + g11

J
Dq2y

)
(C)−

(
−g12

J
Dq1y + g11

J
Dq2y

)
(B)

h2

 .
Let us consider, for example, the items defined at the point C, and let us transform them:

1

2h1

(
g22
J
Dq1y − g12

J
Dq2y

)
+

1

2h2

(−g12
J

Dq1y +
g11
J
Dq2y

)
=

=
1

2h1

1

J
(Dq2xDq2xDq1y + Dq2yDq2yDq1y −Dq1xDq2xDq2y −Dq1yDq2yDq2y) +

+
1

2h2

1

J
(−Dq1xDq2xDq1y −Dq1yDq2yDq1y + Dq1xDq1xDq2y + Dq1yDq1yDq2y) =

= − 1

2h1
Dq2x+

1

2h2
Dq1x.

Similarly, by transforming the items at the points A, B and D we obtain the following:

Λyj1,j2 =
1

2

[(
− 1

h1
Dq2x +

1

h2
Dq1x

)
(C) +

(
1

h1
Dq2x− 1

h2
Dq1x

)
(A)−

−
(

1

h1
Dq2x− 1

h2
Dq1x

)
(B) +

(
1

h1
Dq2x +

1

h2
Dq1x

)
(D)

]
=

=
1

2h1h2
[x(3)− x(4) + x(1)− x(2) + x(2)− x(3) + x(4)− x(1)] = 0.

Thus, the function y = y(q1, q2) satisfies the homogeneous equation (5.4). For the function
x = x(q1, q2) the proof is similar.

Lemma 8.1. If the mapping (8.1) given by the solutions of the equations (8.6) is
non-degenerate and orthogonal, then it is also adaptive in the sense of the realisation of
the equality (8.5).
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Proof. From the statement of the lemma it follows that gαβ = 0 for α �= β. Thus,
the functions ϕ = xα satisfy the following equation:

∂

∂qγ
(Jgγβ

∂xα

∂qβ
Jw) = 0, α, β, γ = 1, 2, 3.

On differentiating this equation and taking into account the identity (8.2) we obtain the
system of equations with respect to the values ∂(Jw)/∂qγ :

gγβ
∂xα

∂qβ
∂Jw

∂qγ
= 0, α, β, γ = 1, 2, 3.

The determinant of this system is equal to J3. By virtue of the nondegeneracy of the
mapping it follows from here that the system has only the trivial solution ∂(Jw)/∂qγ = 0,
γ = 1, 2, 3. Thus, the equality (8.5) is fulfilled.

Lemma 8.A1. Let the mapping (8.1) satisfy the conditions (8.25)–(8.27). Then

∂g3α
∂q3

∣∣∣∣∣
q3=0

= 0, α = 1, 2. (8.A1)

Proof. From the equality

∂r3
∂q3

= Γγ
33rγ

using (8.27) it follows that

Γ1
33 = 0, Γ2

33 = 0.

Here Γγ
αβ are the Christoffel’s symbols.

By virtue of the orthogonality (8.25) of the coordinate system we obtain:

Γα
33 = gααΓ33,α =

1

gαα
· 1

2

(
∂g3α
∂q3

+
∂g3α
∂q3

− ∂g33
∂qα

)
, α = 1, 2.

Using the condition (8.27) the equality (8.A1) is obtained.

Lemma 8.2. If the conditions (8.25)–(8.27) are satisfied and the equation (8.6) is
fulfilled in Ω up to the boundary Γbot, then

wJ(q1, q2, 0) = const, 0 < qα < 1, α = 1, 2. (8.28)

Proof. By virtue of (8.25) and the obtained equality (8.A1) the equation (8.6) can
be written in the following form on Γbot:

∂

∂qβ

(
wJ2gβγ

∂xα

∂qγ

)
= 0, α = 1, 2, 3. (8.A2)

We have the following equality for any β = 1, 2, 3:

gβγ
∂xα

∂qγ
= δmm ∂qβ

∂xm
∂qγ

∂xm
∂xα

∂qγ
= δmm ∂qβ

∂xm
δαm =

∂qβ

∂xα
.
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Therefore, the equation (8.A2) can be written as follows:

J
∂qβ

∂xα
∂

∂qβ
(wJ) + wJ

∂

∂qβ

(
J
∂qβ

∂xα

)
= 0, α = 1, 2, 3. (8.A3)

Here δαβ = δαβ = δαβ are the Kronecker’s symbols.
Taking into account the identity:

1

J

∂

∂qβ

(
J
∂qβ

∂xα

)
= 0,

we obtain that the values ∂(wJ)/∂qβ are the solution of the homogeneous system (8.A3).
The determinant of this system is not equal to zero. Thus, the equality (8.28) is fulfilled.

Lemma 8.3. If the conditions (8.39)–(8.41) are satisfied and the equation (8.6) is
fulfilled in Ω up to the boundary edge L, then the equality (8.38) is satisfied on L.

Proof. By virtue of the orthogonality condition (8.39) and the assumption (8.40) we
have the following equality:

0 = Γβ
αα = gββΓαα,β =

gββ

2

(
2
∂gαβ
∂qα

− ∂gαα
∂qβ

)
. (8.A4)

The indices α and β have the values which are indicated in the condition (8.41). Taking
into account this condition in (8.A4) we obtain the equalities:

∂gαβ
∂qα

= 0, α = 2, 3, β = 1, 2, 3, β �= α,

which are fulfilled at each point of the curve L.
By virtue of the orthogonality condition (8.39) the obtained equalities lead to the

following relations on the curve L:

gαβ = 0,
∂gαβ

∂qα
= 0, α = 2, 3, β = 1, 2, 3, β �= α.

Thus, the equation (8.6) can be written on L in the form of (8.A2) or (8.A3). Taking
into account that the componenets g22 and g33 are constant on L we obtain the relation
(8.38).
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